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CIBB (Computational Intelligence methods for Bioinformatics and Biostatistics) is a meeting with more than 10-year of history. Its main goal is to provide a forum open to researchers from different disciplines to present problems concerning computational techniques in bioinformatics, systems biology and medical informatics, to discuss cutting edge methodologies and accelerate life science discoveries. Following this tradition and roots, this year’s meeting will bring together researchers from the international scientific community interested in this field to discuss the advancements and the future perspectives in bioinformatics and biostatistics. Applied biologists are also invited to participate in order to propose novel challenges aimed to have high impact for molecular biology and translational medicine. Location is the CNR Research Area Napoli 1, in Naples Italy. CNR Research Area Napoli 1 is the Biomedical and Biotechnological of the National Research Council in Naples.
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- The EDGE, enhanced definition of genomic entities for systems biomedicine in oncology,
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Abstract.
Gliomas represent approximately 30% of central nervous system tumors and 80An unbiased analysis across glioma grades and histologies that integrates all the possible molecular and genetic information has never been attempted. Therefore, the characterization of the molecular features that mark each of the specific Low Grade Glioma (LGG) and Glioblastoma (GBM) subgroup remains elusive. Most importantly, current analyses have not yet clarified the relationships between LGGs and highly malignant GBMs that share common genetic hallmarks such as IDH mutation or TERT promoter mutation status. Understanding these relationships is of critical importance in clinical management of gliomas and will be necessary to evolve to an objective genome-based clinical classification of these tumors. To address the above questions, we assembled a dataset comprising all TCGA newly diagnosed glioma consisting of 1,122 patients (516 LGG and 606 GBM), which have been analyzed using multiple molecular platforms including mRNA sequencing and expression arrays, DNA methylation arrays, exome sequencing, DNA copy number profiling arrays and targeted proteomics using reverse phase protein arrays. We address crucial technical challenges in analyzing this comprehensive dataset, including the integration of multiple available platforms and sources of data (e.g. multiple methylation and gene expression platforms) and have extended our analysis to pediatric gliomas and pilocytic astrocytoma to span the broader spectrum of glioma. We identified new glioma subgroups with distinct molecular and clinical features and may shed light on the mechanisms driving progression of LGG (WHO grades II and III) into full-blown GBM (WHO grade IV).
Challenges in the annotation of NGS data

Erik Bongcam-Rudloff(1)

(1) Swedish University of Agricultural Sciences, Sweden.

Keywords: NGS, ,

Abstract.
Computational Challenges in Systems Nanotoxicology

Dario Greco(1)

(1) Unit of Systems Toxicology and Nanosafety Research Centre
Finnish Institute of Occupational Health Systems, Finland

Keywords: Engineered nanomaterials, Nanotoxicology, Data integration, Feature selection

Abstract. Engineered nanomaterials (ENM) are incorporated in many consumer products and human exposure increases as the development of new ENM proceeds. However, the features that make ENM desirable in various applications have also the potential to alter the biological properties impacting their safety. The novel field of systems nanotoxicology aims at studying the nano-bio interactions at multiple levels by comprehensive molecular profiling of the exposed cells, tissues and organisms. The aim is to model the effect of ENMs taking into account the intrinsic physico-chemical characteristics of the materials in order to help the development of new safe-by-design ENMs.

In the context of the EU FP7 project NANOSOLUTIONS, we are coordinating the systems biology work package with the aim of developing a computational classifier able to predict the safety of ENMs. In order to succeed in this task, we need to address multiple computational challenges related to data integration feature selection, exploration of the solution space, and optimization of the predictive model. In the context of other projects, we are also inferring the gene regulatory networks that underlie the specific responses to ENM exposure, both in vitro and in vivo. In addition, we try to bridge the fields of nanotoxicology and nanomedicine, by systematically comparing the complex molecular responses to ENM exposure with those specific to drug treatments in vitro.
Bayesian inference of antigenic sites in viral evolution

Dirk Husmeier(1)

(1) University of Glasgow, United Kingdom

Keywords: Bayesian inference, MCMC, Vaccines

Abstract. Understanding how closely related viruses offer protection against emerging strains is vital for creating effective vaccines. For many viruses, in particular Foot-and-Mouth disease virus (FMDV) where multiple serotypes often co-circulate, testing large numbers of vaccines can be infeasible. Therefore the development of an in silico predictor of cross-protection between strains is important to help optimise vaccine choice. This is especially the case in sub-Saharan Africa where several South African Territories (SAT) serotypes are endemic. I will present a sparse hierarchical Bayesian model for detecting relevant antigenic sites in virus evolution (SABRE), which can account for the experimental variability in the data. The method uses spike and slab priors to allow the model to predict antigenic variability and identify sites in the viral protein which are important for the neutralisation of the virus. Using the SABRE method we are able to identify a number of key antigenic sites within some of the SAT serotypes, as well as provide estimates of significant changes in the evolutionary history of the serotypes. I will show how our method outperforms state-of-the-art mixed effects models and demonstrate how changing the Markov chain Monte Carlo (MCMC) proposal method used for the inclusion of variables can offer significant reductions in computational requirements. This is joint work with Vinny Davies, Richard Reeves, William Harvey and Francois Maree.
Ridge estimation of multiple Gaussian graphical models: individually, simultaneously, and integratively.

Wessel Van Wieringen\(^{(1)}\)

(1) Vrije Universiteit, The Netherlands

Keywords: Gaussian Graphical models, gene-gene interaction network, penalized regression

Abstract.

Molecular biology aims to understand the molecular processes that occur in the cell. That is, which molecules present in the cell interact, and how is this coordinated? For many cellular process, it is unknown which genes play what role. A valuable source of information to uncover gene-gene interactions are (onco)genomics studies. Such studies comprise samples from \(n\) individuals with, e.g., cancer of the same tissue. Each sample is interrogated molecularly and the expression levels of many \((p)\) genes are measured simultaneously. From these high-dimensional omics data the gene-gene interaction network may be unravelled when the presence (absence) of a gene-gene interaction is operationalized as a conditional (in)dependency between the corresponding gene pair. Then, under the assumption of multivariate normality, the gene-gene interactions correspond to zero’s in the precision matrix (which are proportional to the partial correlations).

When dealing with high-dimensional data, the sample covariance matrix is singular and the sample precision matrix is not defined. But even if \(p < n\) and \(p\) approaches \(n\), the sample precision matrix yields inflated partial correlations. Both situations require a form of regularization to obtain a well-behaved estimate of the precision matrix, and consequently of the gene-gene interaction network. To this end we study ridge estimation of the precision matrix in the high-dimensional setting. We illustrate its use on the reconstruction of the gene-gene interaction network from oncogenomics data.

Often the samples included in oncogenomics studies originate from different clinical groups. Interest then concentrates on differences in the gene-gene interaction network among the groups. To identify those the aforementioned ridge estimation procedure is extended to the multi-group case. Its estimation employs a fused ridge penalty, which penalizes not only the absolute size of the precision elements but also the difference among the group precisions.

Time allowing, we point out how the proposed ridge estimation framework may learn dynamic networks from time-course genomics experiments.
Modeling overdispersion heterogeneity in differential expression analysis using mixtures.

Cinzia Viroli(1)

(1) University of Bologna, Italy

*Keywords*: RNA-seq, Mixture models, Differential gene expression

**Abstract.** In the last 15 years, the development of massively parallel sequencing platforms for mapping the genome has completely revolutionized the way of thinking and studying gene expression patterns. The recent Next-Generation Sequencing (NGS) technologies allow to simultaneously investigate thousands of features within a single reliable and cost-effective experiment, thus offering a challenging way to enhance our understanding of how genetic differences affect health and disease. The NGS data are read counts and they are commonly analyzed by the Negative Binomial probabilistic model. A relevant issue associated with this probabilistic framework is the reliable estimation of the overdispersion parameter, reinforced by the limited number of replicates generally observable for each gene. Many strategies have been proposed to estimate this parameter, but when differential analysis is the purpose, they often result in procedures based on plug-in estimates, and the discrepancy between the estimation framework and the testing framework can lead to uncontrolled type-I errors. In this talk, a mixture model framework is presented. It allows each gene to share information with other genes that exhibit similar variability. Then a consistent statistical test is developed for differential expression analysis. It is shown through a wide simulation study that the proposed method improves the sensitivity of detecting differentially expressed genes with respect to the common procedures, since it reaches the nominal value for the type-I error, while keeping elevate discriminative power between differentially and not differentially expressed genes.
Bayesian FDR controlling test procedures.

Daniel Yekutieli\(^{(1)}\)

(1) Tel Aviv University, Israel.

*Keywords*: FDR, Bayesian approaches,

**Abstract.** Bayesian FDR controlling procedures for the two-group model yield almost identical results to the adaptive Benjamini-Hochberg procedure. In my talk I show that this is not necessarily the case in more complicated testing problems. I will discuss joint work with Ruth Heller on establishing replicability in multiple genomewide association studies, a difficult testing problem that involves testing complex null hypotheses and for which there is no natural test statistic. I will present our empirical Bayes methodology. I will explain the relation between the Bayes approach and the BH procedure and why, in this example, Bayesian FDR controlling methods offer substantially more power (at the same FDR level) than the BH procedure.
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Keywords: Community Detection, Networks, Variation of Information, Multiple Testing.

Abstract.

The large amount of work on community detection and its applications leaves unaddressed one important question: the statistical validation of the results. In this paper we present a methodology able to clearly detect the truly significance of the communities identified by some technique, permitting to discard those that could be merely the consequence of edge positions in the network. Given a community detection method and a network of interest, our procedure examines the stability of the partition recovered against random perturbations of the original graph structure. To address this issue, we specify a perturbation strategy and a null model to build a stringent statistical test on a special measure of clustering distance, namely Variation of Information. The test determines if the obtained clustering departs significantly from the null model, hence strongly supporting the robustness against perturbation of the algorithm that identified the community structure. We show the results obtained with the proposed technique on simulated and real datasets.

1 Scientific Background

Networks are mathematical representation of interactions among the components of a system and can be modelled by graphs. A graph G=(V,E) consists of a collection of vertices V, corresponding to the individual units of the observed system, and a collection of edges E, indicating some relation between pairs of vertices.

Graphs modelling real systems, i.e. social, biological, and technological networks, display non trivial topological features. Indeed they present big inhomogeneities, have a broad degree distribution, with a tail that often follows a power law, i.e. many vertices with low degree coexist with some vertices with large degree, and the distribution of edges is locally inhomogeneous, with high concentrations of edges within special groups of vertices and low concentrations between these groups. These properties define a complex network. In the study of complex networks, a network is said to have a community structure if the vertices can be divided in g groups (potentially overlapping), such that nodes belonging to the same group are densely connected and the number of edges between nodes of different groups is minimal.

The problem of community detection (graph partitioning) consists of finding the community structure and has been widely studied by researchers in a variety of fields, including statistics, physics, biology, social and computer science in the last 15 years. Finding communities within an arbitrary complex network can be a computationally difficult task. The number of communities, if any, within the network is typically unknown
Proceedings of CIBB 2015

and the communities are often of unequal size and/or density. Despite these difficulties, however, several methods for community finding have been developed and employed with varying levels of success, see [3], [5], [6], [7], [12] and [14] for reviews.

Although the huge work developed for community detection and its applications, the question of the significance of results still remains open. The problem is the robustness of the recovered partition and its validation against randomness.

In this paper we present a methodology able to clearly detect the truly significance of the communities identified by some technique, permitting to discard those that could be merely the consequence of edge positions in the network. Given a community detection method and a network of interest, our procedure examines the stability of the partition recovered against random perturbations of the original graph structure.

2 Materials and Methods

Variation of Information (VI) is an information theoretic criterion for comparing two partitions, or clusterings, of the same data set [13]. It is a metric and measures the amount of information lost and gained in changing from clustering $C$ to clustering $C'$.

The criterion makes no assumptions about how the clusterings were generated and applies to both soft and hard clusterings.

Given a dataset $D$ and two clusterings $C$ and $C'$ of $D$, with $K$ and $K'$ non empty clusters, respectively, VI is defined as

$$VI (C, C') = H (C) + H (C') - 2I (C, C')$$

(1)

where $H (C)$ is the entropy associated with clustering $C$

$$H (C) = - \sum_{k=1}^{K} P(k) \log P(k),$$

(2)

and $I (C, C')$ is the mutual information between $C$ and $C'$, i.e the information that one clustering has about the other

$$I (C, C') = \sum_{k=1}^{K} \sum_{k'=1}^{K'} P(k, k') \log \frac{P(k, k')}{P(k) P(k')}.$$ 

(3)

$P(k)$ is the probability of a point being in cluster $C_k$ and $P(k, k')$ is the probability that a point belongs to $C_k$ in clustering $C$ and to $C_{k'}$ in $C'$.

Another equivalent expression for VI is

$$VI (C, C') = H (C|C') + H (C'|C).$$ 

(4)

The first term measures the amount of information about $C$ that we loose, while the second measures the amount of information about $C'$ that we have to gain, when going from clustering $C$ to clustering $C'$.

VI metric is the basis of the hypothesis testing procedure we propose to establish the statistical significance of a recovered community structure in a complex network. Our original idea is to generate two different curves based on the VI measure and to statistically test their difference. The first curve $VI_c$ would be obtained computing VI between the partition of our original network and the partition of different perturbed version of our original network. The second curve $VI_{c\text{random}}$ would be obtained computing VI between the partition of a null random network and the partition of different perturbed version of such null network. Mimicking the approach proposed by [11] and [9], we restrict our perturbed networks to having the same numbers of vertices and edges as the original unperturbed network, hence only the positions of the edges are
perturbed. Moreover, we expect that a network perturbed only a small amount has just a few edges moved in different communities, while a maximally perturbed network produces completely random clusters. Our simplified version of the perturbation strategy consists in randomly permuting a percentage $p$ of edge from the original graph. Again a null percentage of permutation $p = 0$ corresponds to the original unperturbed graph, while $p = 1$ corresponds to the maximal perturbation level. The $VI_c$ and $VI_{c\text{random}}$ are considered curves as functions of the percentage of perturbation $p$ statistically and a statistical test is performed to assess the difference between the two curves. This step is achieved by a time series approach, considering the percentage of perturbation $p$ as time point; in fact its variation from 0 to 1 induces an intrinsic order to the data structure as in temporal data, indeed we expect that the $VI$ of the perturbed network grows with the perturbation level. Moreover we generate many perturbed graphs (i.e. 10) for each different level of $p$ and these are considered as replicates per time points in our strategy. The null model, that is the starting Network related to the $VI_{c\text{random}}$ curve, is generated via the $vl$ method, a method to generate random graphs having a prescribed degree sequence [16].

We reformulate the testing problem

$$H_0 : VI_c = VI_{c\text{random}}$$

as

$$H_0 : \log_2 \frac{VI}{VI_{c\text{random}}} = 0$$

and this permits us to take advantage of two analysis tools set up for time course microarray data, namely Bayesian Analysis for Time Series (BATS) [1], [2] and Gaussian Process regression (GP) [10], whose aim is to identify differentially expressed genes in a one-sample time-course microarray experiment.

3 Results

In order to provide an example of our analysis workflow, we selected a publicly available biological dataset. The biological dataset considered is a protein-protein interaction network. The S. cerevisiae protein-protein interaction network we investigate has 1870 proteins as nodes, connected by 2240 identified direct physical interactions, and is derived from combined, non-overlapping data, obtained mostly by systematic two hybrid analyses [8]. In figure 1 we show the degree distribution over the network. As you can see this protein-protein interaction network belongs to the family of scale-free networks. In Figure 2 we depict the two VI curves corresponding respectively to the null model (in red) and to the real data (in blue) retrieved with our method using infomap [15] as a community detection strategy. It is easy to see that these curves are well separated but we need a statistical validation of this evidence. In this case indeed BATS testing methods yields a Bayes Factor $BF \gg 10$ and GP testing method yields a $p-value << 0.05$, both supporting the hypothesis that the originally chosen community detection algorithm is robust against the random. Moreover, using the same dataset, we compared the performance of infomap to another published community detection algorithm fastgreedy [4]. The corresponding $VI$ curves plotted in Figure 3 show that the community structure found by the algorithm infomap [15] is more robust than that found by fastgreedy, in fact the variation of information corresponding to infomap increases slower as a function of the perturbation level. Also in this case both BATS and GP reveal statistical significant difference.

4 Conclusion

In this paper we have described a new algorithm to validate any network clustering, indeed it can be applied to any community structure with or without overlapping
Figure 1: protein-protein network degree. For each node in the plot the corresponding degree is plotted. The nodes are sorted in degree descending order.

Figure 2: protein-protein network VI curves
communities. This is a problem long studied in computer science, applied mathematics, and the social sciences, but it has lacked a satisfactory solution. We believe the method described here give such a solution. We address the problem of understanding when communities found in a network can be considered releable, and not the result of randomness in network structure. Our method assumes the Variation of Information as a measure of robustness under perturbations. The application to the real example network, described in the previous section, shows that our method clearly identifies strong community structures.
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Abstract. Event-related potentials (ERPs) are recordings of electrical activity along the scalp time-locked to perceptual, motor and cognitive events. Because significant association between ERPs and behavioral (or experimental) variables of interest are often rare, occurring only in brief moments during trials, and weak, relative to the huge between-subject variability, identification of ERP signals poses major challenges to statistical analysis. In this ‘rare-and-weak’ paradigm, the Higher Criticism method was shown in a number of recent papers to be optimal to determine signal detection threshold.

However, ERP time dependence exhibits a block pattern suggesting strong local and long-range autocorrelation components which violates the mild dependence assumption under which signal identification can be achieved efficiently. In high throughput settings, the detrimental effects of dependence on the accuracy of signal identification has indeed been widely known and a variety of decorrelation approaches have been developed to counter them. The presentation first highlights the impact of dependence in terms of instability of feature selection by Higher Criticism Thresholding. A second objective is to revisit the above issue using a flexible factor modeling for the covariance.

This framework introduces latent components of dependence, whose maximum-likelihood estimation enable decorrelation of the process of test statistics. In high-dimensional settings, the present method, and variants introducing a \(\ell_1\)-penalized estimation of the inverse covariance of the process of test statistics, are compared to recent other decorrelation approaches either based on a shrinkage estimation of the inverse covariance or on its Cholesky decomposition.

1 Scientific Background

High-throughput instrumental data such as event-related potentials and functional magnetic resonance imaging (fMRI) data have increasingly become common in psychological research. The former provides high temporal resolution to chart the time course of mental processes, whereas the latter implicates spatial areas in the brain that might be responsible for experimental effects. With the routine collection of massive amounts of data from ERP or fMRI studies, researchers must face the challenge of signal identification: in shifting, simultaneously, through thousands or tens of thousands of tests for significant relationships with a response variable, a balance must be struck between keeping a low false positive error rate while maintaining sufficient power for correct signal identification. How to achieve this objective for ERP data exhibiting arbitrarily strong temporal dependence is the focus of the present paper.
Searching for time intervals of non-zero signals in ERP data can be viewed as a signal identification issue in the ‘Rare and Weak’ (RW) paradigm introduced by [5]. Large-scale significance analysis of ERP data is indeed based on a \( m \)-vector \( T \) of test statistics \( T = (T_1, \ldots, T_m)' \) where \( m \) is the number of time frames, for the collection of corresponding null hypotheses \( H_{0,t} \), of no association between the ERP measured at time \( t \), and the response variable. The RW setup is defined in [5] as the following sparse normal mixture model for \( T \): for all \( t \),

\[
T_t \sim (1 - \varepsilon)\mathcal{N}(0, 1) + \varepsilon\mathcal{N}(\delta, 1),
\]

where the mixing parameter \( 0 \leq \varepsilon \leq 1 \) is the proportion of non-null features and \( \delta \geq 0 \) is the signal amplitude. Note that the normality assumption introduced above holds for most ERP studies in which the tests for the association between the ERPs and the response variable is handled by t-tests for the significance of a single parameter. The alternative parameterization \( \beta_\varepsilon = -\log(\varepsilon)/\log(m) \), \( r_\delta = (\delta^2/2)/\log(m) \) is often preferred because it maps both the sparsity parameter \( \beta_\varepsilon \) and the amplitude parameter \( r_\delta \) into \([0; 1]\), if we observe that the expectation of the maximum test statistics under the null is bounded by \( \sqrt{2\log m} \). Sparsity of the signal is characterized by \( 1/2 \leq \beta_\varepsilon \leq 1 \) and weakness by \( r_\delta < 1 \) (see [10] for details).

The former RW assumption provides a simple yet insightful framework for the study of procedures, whose aim is to detect the presence of a nonzero signal. Indeed, closed-form theoretical detection bounds can be derived analytically and [5] demonstrates that HCT achieves the theoretically optimal decision limits. In the more challenging signal identification issue, aiming at the selection of non-null features for classification or prediction, [6] also demonstrates the superiority of HCT with respect to FDR-controlling multiple testing procedures.

As reported in [3], the pronounced auto-correlation observed in ERP data can however induce a long-range regularity for the test statistics, resulting in spuriously low p-values outside of the support of the signal, which in turn can result in a misidentification of the non-null features. This instability of p-values’ ranking due to dependence is also reported in many papers dealing with the impact of dependence on significance analysis of highly dimensional genomic data (see for example [7, 1, 11]). Equivalently, [9] reports that the theoretical detection bounds derived in the RW framework are markedly modified by a strong dependence among the test statistics. Therefore, [9] proposes to extend the RW framework as follows:

\[
T = \delta + T_0,
\]

where \( \delta \) is a \( m \)-vector of signal amplitudes, in which a small proportion \( \varepsilon \) is non-zero and \( T_0 \sim \mathcal{N}(0; \Sigma) \). If \( U \) is the inverse of the Cholesky factorization of \( \Sigma \), namely \( U\Sigma U' = I \), [9] introduces the so-called innovated HCT (iHCT) as the HCT procedure applied on the uncorrelated vector of innovations \( UT = U\delta + UT_0 \) and shows that iHCT restores the effectiveness of the HCT procedure in situations of strong dependence.

Correspondingly, in the feature selection issue for supervised classification in the Linear Discriminant Analysis (LDA) context, [1] shows that the HCT procedure is improved by replacing the z-scores \( T \) by correlation-adjusted z-scores \( T^* = \Sigma^{-1/2}T \), where the inverse-square root of \( \Sigma \) is deduced from a James-Stein shrinkage estimator of \( \Sigma \). As in [7, 11], we propose an alternative approach of innovated HCT based on a flexible factor model for \( \Sigma \). As shown in [3], the complex dependence pattern observed in the correlation structure of test statistics derived from ERP data can be well approximated using the factor decomposition of \( \Sigma \), often with a moderate number of factors. Moreover, it provides simple and efficient algebraic tools to derive \( \Sigma^{-1/2} \). A Cyclic-Coordinate Descent (CCD) algorithm is also presented for a sparse \( \ell_1 \) penalized estimation of \( \Sigma^{-1/2} \).
Materials and Methods

In ERP studies, perhaps the most commonly used experimental task is the oddball paradigm ([12]). In this paradigm, typically two classes of stimuli are presented, one occurring frequently (standard) and the other occurring infrequently (target). The subject is required to distinguish between the two stimuli and to respond to the stimuli that are designated as targets.

An auditory ERP study was performed at Kaohshung Medical University in Taiwan, providing an illustrative data set for the present investigation. The task uses two pure tones of 500 Hz and 1,000 Hz. The former is presented 120 out of 150 trials, whereas the latter (target) is presented only for 30 trials. The order of tone presentation is random and the subject is asked to (silently) count the number of targets. At each of 4 electrode locations (FZ, C3, C4, & O1), ERP waveform was obtained from each of the two tone conditions. For each of the \( n = 15 \) participants, the ERP curve begins at -100 milliseconds (ms) and terminates at 400 milliseconds (ms) with two records per 1 ms. The stimulus onset is at 0 ms. For subsequent analysis, only the ERPs from the electrode location FZ will be used.

[14] and many other studies have demonstrated that an ERP waveform across the parieto-central area of the skull is usually observed around 300 ms (the so-called P300 component) and is larger after the target event. The question to be addressed is whether it is possible to select time points at which ERP features can reliably detect which one of the two tones was presented to the subject and whether these time points are indeed around 300 ms as expected. This verification is of fundamental importance if the P300 component is to be considered as an electrophysiological marker for further assessment of psychiatric and neurological disorders.

It is conjectured that brain activations would be different over different time points depending on whether participants listen tones of 500Hz or 1000Hz. The data consist of \( m = 800 \) time points measured for \( n = 15 \) subjects and \( J = 2 \) conditions. Figure 1 shows ERP curves for subjects 1 (solid line) and 2 (dashed line) for condition Hz500 (grey) and Hz1000 (black) as an example. This figure illustrates the large variability among subjects.

For the ERP measurement \( Y_{jkt} \), at time \( t \), on subject \( j \), \( j = 1, \ldots, n \), in condition \( k \), \( k = 1 \) for 500 Hz and \( k = 2 \) for 1000 Hz,

\[
Y_{jkt} = \mu_t + \alpha_{jt} + \beta_{kt} + \varepsilon_{jkt},
\]
where $\alpha_t = (\alpha_{1t}, \ldots, \alpha_{nt})$ stands for the subject effect, with $\sum_j \alpha_{jt} = 0$ and $\beta_t = (\beta_{1t}, \beta_{2t})$ for the group effect. The condition 500hz being the reference, we set $\beta_{1t} = 0$, so that $t \mapsto \beta_{2t}$ is the difference curve. $\varepsilon_{jkt}$ is the random error term, normally distributed with mean 0 and standard deviation $\sigma_t$.

In most similar situations, no dependence is assumed among the residual errors $\varepsilon_{jkt}$: the random vector $\varepsilon_{jkt} = (\varepsilon_{jk, t_1}, \varepsilon_{jk, t_2}, \ldots, \varepsilon_{jk, t_m})^\top$ is assumed to be normally distributed with mean 0 and variance $D_{\sigma} = \text{diag}(\sigma_{t_1}^2, \sigma_{t_2}^2, \ldots, \sigma_{t_m}^2)$, where $\text{diag}(.)$ stands for the matrix operator which transforms a $m$-vector into the $m \times m$ diagonal matrix whose diagonal elements are given by the vector. For ERP data, the independence assumption is relaxed to account for time-dependence: $\text{Var}(\varepsilon) = \Sigma = D_{\sigma}^{1/2} R D_{\sigma}^{1/2}$, where $R$ is a $m \times m$ residual correlation matrix.

At each time $t$, the null hypothesis which is tested is $H_0(t) : \beta_{2t} = 0$. The corresponding $t$-test process at channel $FZ$ is displayed in Figure 2. The curve in Figure 2 shows a strong regularity which is not consistent with the expected profile of a process of independently distributed Student variables. This suggests a strong time-dependence among tests, which is known to affect the joint null distribution of test statistics. This strong auto-correlation is confirmed by Figure 3 in which the left panel is a histogram of the residual correlations of model 1 at electrode $FZ$ and the right panel is an image plot of the residual correlation matrix. The histogram shows that a large proportion of correlations are strongly positive. The image plot shows a dependence pattern structured over time with an obvious auto-correlation component generating a large density of correlations close to 1 along the diagonal. The dependence pattern appears to be more complex than just an autoregressive structure of order one, with intervals of highly inter-correlated time points and an increasing lag-1 auto-correlation over time. The same kind of dependence is observed at the other electrodes.

The dependence structure of the $m$-vector of test statistics is directly inherited from the correlation among the residuals of model 1: $\text{Cov}(T_t, T_{t'}) = \tau_{tt'}$. Therefore, we propose the following RW framework for the $m$-vector of test statistics:

$$T = \delta + T_0,$$

where $\delta$ is a $m$-vector of signal amplitudes, in which a small proportion $\varepsilon$ is non-zero and $T_0 \sim \mathcal{N}(0; \Sigma = \Psi + BB')$, where $\Psi$ is a $m \times m$ diagonal matrix of specific
variances whose diagonal elements $\psi_t^2$ are in $[0; 1]$ and $B$ is a $m \times q$ matrix of factor loadings, with, for all $t$, $||b_t = (b_{t,1}, \ldots, b_{t,q})'||^2 = \sum_{l=1}^{q} b_{t,l}^2 = 1 - \psi_t^2$. Note that, using the following new parameterization:

$$\varphi = \Psi^{-1/2}, \quad \theta = \Psi^{-1/2}B(I_q + B'\Psi^{-1}B)^{-1/2}.$$ 

It is straightforward checked that $\Sigma^{-1} = \varphi(I_m - \theta\theta')\varphi$ has also a factor structure. Therefore, the maximum-likelihood (ML) estimation of $\Psi$ and $B$, which can be derived in high-dimension using the EM algorithm presented in [7], also gives an estimator for the factor parameter of $\Sigma^{-1}$ and in turn $\Sigma^{-1/2}$. Indeed,

$$\Sigma^{-1/2} = (I_m - U[(I_q + [I_q + D^2]^{1/2})^{-1} + I_q]^{-1}U')\Psi^{-1/2},$$

where $U$ and $D$ are deduced from the singular value decomposition of the standardized loadings $\Psi^{-1/2}B = UDV$. Hence, an innovated HCT procedure is defined as the HCT procedure designed by [5] under independence applied to the decorrelated test statistics $T^* = \Sigma^{-1/2}T$.

Finally, noting that the strong time-dependence in $\Sigma$ results in a sparse structure for $\Sigma^{-1}$, we also propose an alternative $\ell_1$-penalized ML estimation of $\Sigma^{-1}$ which leads to sparse estimate of $\theta$.

3 Results and partial conclusion

Some variants of HCT procedures are compared hereafter, including the method proposed by [9] based on the Cholesky decomposition of $\Sigma$ (iHCT for innovated HCT), the correlation-adjusted t-tests introduced by [1], based on a James-Stein Shrinkage estimator and the Factor-innovated HCT (F-iHCT) method presented above, taking advantage of a factor structure for $\Sigma$. The comparison is both based on the application of the HCT and iHCT procedures to the auditory oddball ERP dataset introduced above and on intensive simulations under various dependence patterns. We particularly focus on two criteria: the prediction performance based on the selected features and the number of selected features. Only partial simulation results are reported here, demonstrating that an innovated HCT procedure based on a factor decomposition of $\Sigma^{-1}$ shows desirable properties in a simulation scenario which mimics the auditory oddball ERP data introduced above.
3.1 Simulation study

1,000 datasets with dimensions $30 \times 800$ are generated according to a multivariate normal distribution. Both the correlation structure and the within-condition variances are estimated from the auditory oddball ERP data introduced in section 2. This simulation plan therefore mimics the auditory ERP data by dimensions and covariance structure. Each dataset is split into two balanced groups. The normal distribution has expectation zero for the first 15 subjects (group 1) and the expectation for the 15 last subjects (group 2) is plotted on Figure 4. The difference curve is therefore a waveform with various amplitudes and the indices of non null features are in $[150 \text{ms}, 200 \text{ms}]$. 1,000 training datasets are generated for each signal strength. Eight corresponding testing data of size $1000 \times 800$ with two balanced groups are also generated according to the same simulation plan for a prediction purpose. The RW model parameters for this simulation plan are $\varepsilon_T = 12\%$ and $A_T = \sqrt{2r\log(T)}$ with $r$ taking 8 equally distributed values in $[0.004; 0.688]$. According to the RW setup, the present combination of $r$ and $\beta$ characterizes a not very sparse signal, with a weak to large strength.

As in [6], the variable selection step by different versions of HCT is followed by a supervised classification by Diagonal Discriminant Analysis on the subset of selected variables. Four methods are compared in this simulation study:

- Variable selection by standard HCT on raw p-values, classification by Naives Bayes (see [2]) denoted by **Standard HCT**;

- Variable selection by HCT on decorrelated test statistics using a shrinkage estimator of the whitening matrix (see [1]), classification by diagonal Shrinkage Discriminant Analysis (SDA, see [1]) denoted by **CAT-scores**;

- Variable selection by Factor-innovated HCT, classification by conditional Bayes classifier (proposed by [11]) denoted by **F-iHCT**;

- Variable selection by standard HCT performed on p-values adjusted for effects of latent factors as returned by the AFA ([13]) procedure using erpfatest function of R package **ERP** ([4]), classification by conditional Bayes classifier (see [11]) denoted by **AFA**.
Figure 5: Results of the simulation study depending on signal strength: False Discovery Rate (top left), Precision (top right), Number of selected features (bottom left), Prediction error (bottom right).

For all the methods described above, the proportion of signal recovery, called precision, the false discovery rate (FDR), the number of selected features and the prediction error rate are computed. For all datasets, variable selection and estimation of classification rule are performed on training data (including the optimization of meta-parameters) and prediction error is computed on testing data.

Figure 5 shows that selection by CAT-scores appears to be the most efficient to catch weak signals, with both the smallest FDR and the largest precision for small amplitudes of signal. Even if CAT-scores does not achieve the best performance for large signal strengths, the FDR, precision and number of selected variables are remarkably stable. Standard HCT seems robust to dependence as the method performs well in term of FDR but its precision is small regarding methods based on decorrelation. Moreover, the number of selected variables is also small, which suggests that HCT is conservative under dependence. Lastly, classification by Naive Bayes fails as the error rates are the largest for weak to moderate strengths of signal. Variable selection and classification procedures based on the factor model assumption (AFA and F-iHCT) provide the best results both in terms of false positive, recovery of the signal and prediction error. FDR turns out to be small for moderate to high signal strengths and a correct power of signal identification is achieved.

3.2 ERP data analysis

The 4 methods compared in the simulation study are now applied on the auditory oddball ERP data presented in Section 2. For each method, the number of selected
features and the prediction error are computed. As the number of observations if small, the classification error is computed by leave-one-out cross-validation (CV).

Note that the HCT method involves an hyper-parameter $0 \leq \alpha_0 \leq 1$, for which the recommendation varies depending on the authors. Small values of $\alpha_0$ lead to more conservative selection procedures. Figure 6 presents the cross-validated error rates for several values of $\alpha_0$. For values of $\alpha_0$ larger than 0.15, standard HCT is stable and performs rather well. For more sparse models, standard HCT reaches larger error rates and is improved by decorrelation methods based on a factor model assumption (AFA and F-iHCT). The performance of the CAT-scores method varies slightly depending on $\alpha_0$. The curves of F-iHCT and AFA are erratic for values of $\alpha_0$ smaller than 0.125 but they stabilize when $\alpha_0$ increases. For values of $\alpha_0$ larger than 0.275, F-iHCT and AFA appear to be the most effective methods as they perfectly classify data. Nevertheless, one can notice that for equal error rates, the two methods do not select the same features as shown on the bottom of Figure 7.

Figure 7 shows the curve of the mean difference among the two groups and the time points selected by the 4 compared methods for $\alpha_0 = 0.125$ (top) and $\alpha_0 = 0.275$ (bottom). These values of $\alpha_0$ are chosen because they provide two levels of sparsity but comparably small CV error. As expected, time points after 300ms are selected by all methods which is consistent with the literature but time points around 100 ms also appear to be significant.

To conclude, the AFA and F-IHCT methods which performs decorrelation by adjustment of covariates for the effect of latent factors seem to be the most suitable method in this example.
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Figure 7: Real data study - Signal estimation (grey line) and significant time points (blue points) selected by standard HCT, HCT performed on CAT-scores, factor innovated HCT and HCT performed on p-values provided by AFA for $\alpha_0 = 0.125$ (top) and $\alpha_0 = 0.275$ (bottom) on auditory ERP experiment.
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Abstract In computational biology, controlled biomolecular annotations are very useful to describe the biological function features of genes and gene products through standard terminologies and ontologies. However, the available annotations contain errors, and the discovery and validation of new annotations are very time-consuming. Recently, scientists have taken advantage of different machine-learning algorithms to predict these gene-function relationships. While many of these methods have been easily adapted to the domain of bioinformatics, a difficult step is the validation of the predicted annotations. Here, we illustrate and compare three effective validation procedures that, together, are able to state the precision of any algorithm predictions with a reliable degree of accuracy. We show some validation results generated on Gene Ontology datasets of \textit{Homo sapiens} gene annotations that prove the effectiveness of our validation techniques.

1 Scientific Background

In computational biology, a \textit{controlled biomolecular annotation} is the association of a gene or gene product with a biological functional feature expressed through a controlled term, which can be part of a terminology or a controlled vocabulary structured within an ontology, such as the Gene Ontology (GO) \cite{1}. Thus, the annotation states that the gene has the functional feature represented by the controlled term. For instance, the pair <\text{SLC1A6}, \text{L-glutamate transmembrane transporter activity}> represents the annotation of the \text{SLC1A6} gene to the \text{L-glutamate transmembrane transporter activity} molecular function. Despite their biological importance, there are some issues with available annotations, such as the presence of erroneous or missing ones. For this reason, computational algorithms and software tools able to produce ranked lists of reliably predicted annotations are a useful contribution.

In the past, we designed and developed several algorithms towards this goal. We started from a state-of-the-art algorithm based on truncated \textit{Singular Value Decomposition} (tSVD) and developed some variants \cite{2}. Then, in \cite{3} article we designed an algorithm to choose the best truncation level for the tSVD, in \cite{4} paper we designed and tested some \textit{topic modeling} techniques, and in \cite{5} manuscript we took advantage of a deep neural network approach.

All the prediction pipelines of these projects, as well as of any other similar project, share a common final pivotal step: the validation of results. Since biomolecular annotations are always incomplete (because our knowledge of biology is such incomplete), we do not have a \textit{ground-truth} or \textit{gold-standard} on which to rely; this makes us unable to take advantage of the common computational methods widely used for validation in applied machine-learning domains (such as computer vision or signal processing). To deal with this issue, we developed a method which assembles three different validation
procedures that, together, lead to a reliable determination of the predicted annotation accuracy. Here, we illustrate this method and its three techniques: the analysis of the Receiver Operating Characteristic (ROC) curves, the comparison between available annotation versions, and the review of the scientific literature.

After this Scientific Background, Section 2 illustrates our method and the included validation procedures. Section 3 shows some example results of the proposed validation method and Section 4 concludes.

2 Materials and Methods

In this section we describe the validation procedures that we assembled and implemented to test the effectiveness of the computational prediction methods: 2.1) ROC curve analysis, 2.2) comparison between different versions of available annotations, and 2.3) evaluation against the literature using available web tools.

2.1 Receiver Operating Characteristic (ROC) Curve Analysis

A ROC curve is a graphical plot which depicts the performance of a binary classifier system while its \( \tau \) discrimination threshold varies [6]. Since usually in this field a reference gold-standard is not available, it is used to compare input and output annotations; for example, in [2], for all the possible values of the \( \tau \) prediction likelihood, the algorithm computes the \( T \text{P rate} = \text{Sensitivity} \) and \( F \text{P rate} = 1 - \text{Specificity} \) with respect to the input annotation matrix. Thus, this ROC curve analysis is an efficient tool to understand the similarity between the input and output annotations of an annotation prediction method. A ROC curve showing a high area under the curve (AUC) corresponds to having many TPs (annotations present in the input and confirmed as present in the output) and many TNs (annotations absent in the input and confirmed as absent in the output). This means that the input matrix is very similar to the output matrix, and the output annotation profiles strongly reflect the input ones. On the contrary, a low AUC means a lot of differences between the input and output annotations. Given the comparison with the input annotations instead of with a gold standard, a good prediction should have a fairly high AUC. We consider a prediction insufficiently acceptable when its AUC is lower than \( \omega = 2/3 \). We chose this heuristic value to indicate that at least 66.67% of the output annotation matrix should be equivalent to the input matrix, since usually most of available annotations are correct although some errors and several missing annotations generally exist.

Despite the effectiveness of this ROC AUC analysis, our two other validation methods (annotation version comparison and literature review) are more useful and efficient.

2.2 Annotation Version Comparison

When an updated version of the controlled annotations previously used as input to a prediction method is available, the tally of the annotations predicted (AP) that are found confirmed in the updated version of the analyzed annotations provides an important validation. Note however that it can give only a lower estimate of the predicted annotation accuracy, since correctly predicted annotations could not be present in available updated annotations just because they have not been discovered yet, or simply because they have not yet been included in the available annotations.

The Genomic and Proteomic Data Warehouse (GPDW) [7] integrates numerous, multi-organism, gene and protein controlled annotation data from many different sources, including the Entrez Gene and GO databases. Relevant features of the GPDW are its periodical updates of the contained data and the storage in the GPDW of their outdated versions [8]. We leverage them by retrieving from the GPDW different, time distant versions of the available gene GO annotations, and using them as analyzed annotations and updated annotations for validation comparison, respectively (Figure 1).
2.3 Literature Evaluation through Web Tools

The third and last step of our validation procedure is based upon searching updated literature resources for information supporting the predicted annotations. It is the only step not fully automated in our pipeline. The sources integrated in the GPDW mainly contain data from validated experiments, whose results are published in the literature. Yet, given the numerous research groups working independently all over the world and the many different journals in which results are published, some validated annotations published in the literature may have not yet been included in annotation databases. Thus, a literature review to search for confirmation of the annotations predicted by a computational method can provide effective validation results. For this last step of our validation procedure, we leverage the main online paper repository, PubMed [9], and the AmiGO [10] and GeneCards [11] web tools.

2.4 Evaluation

We applied all the described validation techniques to the gene GO annotations that we predicted with the methods described in [2]. Such methods are all based on the popular tSVD, also known as principal component analysis. We re-use the tests made by Khatri and colleagues [12], based on tSVD with a heuristic fixed truncation level (SVD-Khatri), and compared their results to those obtained with a tSVD variant that we developed (SVD-us), where the best truncation level is chosen through a ROC optimization algorithm [3]. We also compared two other variants of the tSVD, named SIM1 and SIM2, both described in [2]. For the tests, we used as input the GO annotations of Homo sapiens genes available in the July 2009 version of the GPDW [7] (i.e. 14,341 annotations of 7,868 genes and 684 GO Cellular Components (CC), 15,467 annotations of 8,590 genes and 2,057 GO Molecular Functions (MF), and 21,048 annotations of 7,902 genes and 2,528 GO Biological Processes (BP)). For the result validation with the annotation version comparison techniques we used the corresponding gene GO annotations available in the March 2013 version of the GPDW (i.e. 31,135 annotations of 12,033 genes and 1,021 GO Cellular Components, 25,396 annotations of 10,460 genes and 2,603 GO Molecular Functions, and 64,212 annotations of 11,681 genes and 7,295 GO Biological Processes).
Table 1: ROC AUCs for the three *Homo sapiens* datasets and four prediction methods considered. The AUC area percentage is always greater than the minimum reliability threshold $\omega$, which we heuristically fixed at 66.67%, except for the SVD-Khatri method applied to the GO CC dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>MF</th>
<th>BP</th>
<th>Method</th>
<th>CC</th>
<th>MF</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD-Khatri</td>
<td>58.98%</td>
<td>90.06%</td>
<td>77.24%</td>
<td>SIM1</td>
<td>80.94%</td>
<td>83.58%</td>
<td>70.20%</td>
</tr>
<tr>
<td>SVD-us</td>
<td>83.44%</td>
<td>85.40%</td>
<td>75.99%</td>
<td>SIM2</td>
<td>81.66%</td>
<td>83.32%</td>
<td>68.65%</td>
</tr>
</tbody>
</table>

3 Results

Using the three validation procedures defined, we compared the results and evaluated the performance of four different annotation prediction methods: (i) the tSVD as used by Khatri et al. [12] (with fixed truncation level $k = 500$ for all datasets), (ii) the tSVD with truncation level chosen by our automatic algorithm [3], (iii) the SIM1 with truncation level and cluster number chosen by our automatic algorithms [3], and (iv) the SIM2 with truncation level and cluster number chosen by our automatic algorithms [3] and using the Resnik similarity measure [2].

3.1 ROC Curve Analysis

We generated the ROC curves for the considered prediction methods and input datasets, and report their AUCs in Table 1. Almost all ROC AUCs are greater than $\omega = 66.67\%$, which is the minimum "reliability" threshold that we consider for the predictions. Only the ROC AUC generated by the SVD-Khatri method for the GO CC gene annotations did not reach that threshold; thus, we do not explore those predicted annotations further.

3.2 Annotation Version Comparison

In the first three cases in Table 2 we report the results obtained with a single GO sub-ontology dataset as input and output, while the results obtained with the complete GO dataset (CC+MF+BP) are in the last case in the Table: (a) Our tSVD method always outperforms the Khatri tSVD method with fixed truncation; the percentage of annotations found confirmed in the new GPDW version (last column) is greater for the MF and the BP datasets. (b) Our SIM1 method always outperforms the tSVD methods, except for the CC dataset, where it has the same performance as our tSVD method, and for the CC+MF+BP dataset, where the SVD-us outperforms all the other methods. The percentage of annotations found confirmed in the new GPDW version is greater for the MF and BP datasets, and equal for CC dataset, for all the SIM1 tests. (c) Our SIM2 method always outperforms the SIM1 and tSVD methods, except for the CC dataset, where they all have the same results; the percentage of annotations found confirmed in the new GPDW version (last column) is greater for the MF and BP datasets, and equal for the CC dataset. The complete GO dataset (CC+MF+BP) shows an increased number of validated predicted annotations, which are much more than the ones predicted in the single GO sub-ontology tests. In addition, the SVD-us method outperforms SIM1 and SIM2.

3.3 Literature Evaluation

Once we had the lists of the annotations predicted by our methods, we searched for confirmation of their existence in the literature, as described previously. Out of the annotations predicted with the tSVD method with our best truncation level for each single GO sub-ontology, we found in the literature the annotations which we then reported in Table 3. Out of the total 153 annotations predicted (CC: 8, MF: 81, BP: 64), 8 (5.30%) annotations (MF: 4, BP: 4) were found in published scientific papers, GeneCards or AmiGO. Out of the total 56 annotations predicted through the SIM1 method (CC: 8, MF: 13, BP: 35), 2 (3.57%) annotations (1 MF and 1 BP) were found in published sci-
Table 2: Comparison of the results of the tSVD with truncation level as in Khatri et al. [12] (SVD-Khatri), tSVD with our automatic truncation level (SVD-us), SIM1 and SIM2 methods. The $\tau$ threshold minimizes the sum $FPs + FNs$. $C$: number of clusters for SIM1 and SIM2. SIM2 uses Resnik's similarity. 

<table>
<thead>
<tr>
<th>Method</th>
<th>$k$</th>
<th>$\tau$</th>
<th>$C$</th>
<th>APs</th>
<th>anDB</th>
<th>upDB</th>
<th>upDB%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Homo sapiens, GO Cellular Component - CC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVD-Khatri</td>
<td>500</td>
<td>0.45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>SVD-us</td>
<td>378</td>
<td>0.49</td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td>SIM1</td>
<td>378</td>
<td>0.49</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td>SIM2</td>
<td>378</td>
<td>0.49</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td><strong>Homo sapiens, GO Molecular Function - MF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVD-Khatri</td>
<td>500</td>
<td>0.48</td>
<td>108</td>
<td>0</td>
<td>4</td>
<td></td>
<td><strong>5.56</strong></td>
</tr>
<tr>
<td>SVD-us</td>
<td>607</td>
<td>0.48</td>
<td>81</td>
<td>2</td>
<td>5</td>
<td></td>
<td><strong>6.17</strong></td>
</tr>
<tr>
<td>SIM1</td>
<td>607</td>
<td>0.48</td>
<td>13</td>
<td>0</td>
<td>1</td>
<td></td>
<td><strong>7.69</strong></td>
</tr>
<tr>
<td>SIM2</td>
<td>607</td>
<td>0.48</td>
<td>30</td>
<td>0</td>
<td>3</td>
<td></td>
<td><strong>10.00</strong></td>
</tr>
<tr>
<td><strong>Homo sapiens, GO Biological Process - BP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVD-Khatri</td>
<td>500</td>
<td>0.48</td>
<td>358</td>
<td>1</td>
<td>48</td>
<td></td>
<td><strong>13.51</strong></td>
</tr>
<tr>
<td>SVD-us</td>
<td>1,413</td>
<td>0.45</td>
<td>64</td>
<td>2</td>
<td>12</td>
<td></td>
<td><strong>18.75</strong></td>
</tr>
<tr>
<td>SIM1</td>
<td>1,413</td>
<td>0.45</td>
<td>35</td>
<td>1</td>
<td>10</td>
<td></td>
<td><strong>28.57</strong></td>
</tr>
<tr>
<td>SIM2</td>
<td>1,413</td>
<td>0.45</td>
<td>14</td>
<td>0</td>
<td>8</td>
<td></td>
<td><strong>57.14</strong></td>
</tr>
<tr>
<td><strong>Homo sapiens, GO CC+MF+BP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVD-Khatri</td>
<td>500</td>
<td>0.45</td>
<td>794</td>
<td>196</td>
<td>234</td>
<td></td>
<td><strong>29.47</strong></td>
</tr>
<tr>
<td>SVD-us</td>
<td>1,905</td>
<td>0.43</td>
<td>112</td>
<td>3</td>
<td>51</td>
<td></td>
<td><strong>45.54</strong></td>
</tr>
<tr>
<td>SIM1</td>
<td>1,905</td>
<td>0.43</td>
<td>116</td>
<td>3</td>
<td>45</td>
<td></td>
<td><strong>38.79</strong></td>
</tr>
<tr>
<td>SIM2</td>
<td>1,905</td>
<td>0.43</td>
<td>111</td>
<td>3</td>
<td>49</td>
<td></td>
<td><strong>44.14</strong></td>
</tr>
</tbody>
</table>

Table 3: Homo sapiens GO annotations predicted by our tSVD method (SVD-us, Table 2) and confirmed in the literature search. If the annotation was added to the latest available Gene Ontology version, its evidence is reported. The single annotation not found in the version comparison analysis is in **bold**.

<table>
<thead>
<tr>
<th>Sub-Ontology</th>
<th>Gene Symbol</th>
<th>GO Term ID</th>
<th>GO Term Name</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>SLC1A6</td>
<td>GO:0005313</td>
<td>L-glutamate transmembrane transporter activity</td>
<td>IEA</td>
</tr>
<tr>
<td>MF</td>
<td>HDAC6</td>
<td>GO:0004407</td>
<td>Histone deacetylase activity</td>
<td>IEA</td>
</tr>
<tr>
<td>MF</td>
<td>POR</td>
<td>GO:0004128</td>
<td>Cytochrome-b5 reductase activity</td>
<td>IEA</td>
</tr>
<tr>
<td>MF</td>
<td>NT5M</td>
<td>GO:0008253</td>
<td>5'-Nucleotidase activity</td>
<td>EXP</td>
</tr>
<tr>
<td>BP</td>
<td>ITGA6</td>
<td>GO:0007155</td>
<td>Cell adhesion</td>
<td>IEA</td>
</tr>
<tr>
<td>BP</td>
<td>ITGA6</td>
<td>GO:0007160</td>
<td>Cell-matrix adhesion</td>
<td>IEA</td>
</tr>
<tr>
<td>BP</td>
<td>CPA2</td>
<td>GO:0006508</td>
<td>Proteolysis</td>
<td>IEA</td>
</tr>
<tr>
<td>BP</td>
<td>AHR</td>
<td>GO:0006805</td>
<td>Xenobiotic metabolic process</td>
<td>TAS</td>
</tr>
</tbody>
</table>

Scientific papers, GeneCards or AmiGO. Out of the total 52 annotations predicted through the SIM2 method (CC: 8, MF: 30, BP: 14), 4 (7.69%) annotations (3 MF and 1 BP) were found in published scientific papers, GeneCards or AmiGO.

Through the literature analysis, we found a predicted annotation that was not in the updated GPDW version, i.e. <ITGA6, Cell-matrix adhesion> (in **bold** in Table 3). Out of the total 153 annotations predicted by our tSVD method, 21 (13.73%) of them were validated in the updated GPDW version, and we found only 1 additional annotation in the literature. Given the time required to perform the literature evaluation, this result may seem very limited; this is why we consider to be more useful and reliable the first two validation procedures (ROC curve analysis and annotation version comparison),
particularly the latter one.

4 Conclusions

Validation of functional annotation predictions in biology is always a difficult task. Available annotations continuously increase while scientists discover new biology; furthermore, some of the available annotations may contain errors, which could be corrected in their subsequent versions. A gold-standard to use in validation is not available, so stating if a machine learning prediction algorithm is performing well is quite difficult. In this paper, we illustrated three validation procedures that we developed and used to validate the GO annotations of Homo sapiens genes predicted through some computational learning methods. These three techniques mutually compensate for each others’ strengths and weaknesses and, even if not fully innovative, all together represent an useful tool to state the quality of biomolecular annotations predicted through any computational algorithm.

Despite our evaluation of validation procedures using only GO annotations, such procedures are not bound to the Gene Ontology or even to the biological domain, but can be used in any scientific validation in which a full gold-standard does not exist or is always changing. In the future, we plan to improve the use of our overall validation method by additionally automating the literature evaluation step, through the use of text mining techniques.
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**Abstract.** The application of high-performance Next-Generation Sequencing (NGS) technologies is widely used to characterize case-control comparison studies for RNA transcripts, such as mRNAs and small non-coding RNAs. The first step in the analysis strategies is mapping NGS reads against a reference database, and a critical issue is choosing how to deal with multiread problem. In this paper we present a novel approach to represent and quantify read mapping ambiguities through the use of fuzzy sets and possibility theory. The aim of this work is to obtain a list of candidate differential expression events, ordered by significance, providing a description of the uncertainty of the results due to the multiread issue. A preliminary experiment on a case-control study of human endobronchial biopsies resulted in the identification of 9 genes with possible differential expression, four of them with an uncertain fold change. This result was confirmed by FDR adjusted Fisher’s test, while the same data processed with DESeq2 did not provide significant differences between case and control.

1 **Scientific Background**

NGS technology is continuously improving and the produced reads are increasingly numerous. When working with alignment-based methods, a confounding factor is the presence of gene duplication, repetitive regions and overlapping genes. These events induce the problem of multireads in the NGS mapping procedure when a significant proportion of reads map to more than one location. This issue can lead to mistakes and imprecision in differential expression or alternative splicing analysis based on counts of reads mapping to some reference databases.

When multireads are sporadic, usually such reads are discarded from analysis, but this option leads to an underestimation of the read counts. In the last years, alternative strategies have been developed for the estimation of read counts in presence of multireads. The simplest choice is to randomly assign multireads to references (as in best-match mapping) or proportionally to the expression of uniquely mapped reads [1].
More complex techniques compute an estimation of the read counts using probabilistic models, based on some assumptions on the distribution of data [2, 3, 4]. The estimated expressions are given as input to the tools for the analysis of differential expression [5, 6]. Such tools scale the counts in order to make the expression values comparable, then they compute the fold change and a p-value with a statistical test, and eventually select a list of candidate differentially expressed genes. These results may contain many false positives and must be validated with further laboratory assays.

In this paper we propose a novel method, based on fuzzy sets and possibility theory, that deals with the inherent uncertainty of multiread mapping. The approach used is compliant with the work of Zadeh [7], who proposed possibility distributions as suitable interpretations of fuzzy sets. The possibility measure is used in this paper following the notation introduced by Pedrycz [8].

The aim of this work is to obtain a list of candidate differential expression events ordered by significance, while also providing a description of the uncertainty of the results due to the multireads issue, for an easier detection of false positives. The proposed approach is based on the idea of representing and quantifying read mapping ambiguities without heavy simplifications or stringent probabilistic assumptions.

2 Materials and Methods

2.1 Fuzzy representation of gene expression

The uncertainty of multireads is modeled through fuzzy sets describing the possibility that each gene has a given read count. When a read is mapped against a reference database, we have one of the following results: i) the read does not map to any reference sequence; ii) the read maps to only one reference sequence (unique mapping); iii) the read maps to more than one reference sequence with equal or different mapping quality (multiple mapping). As a consequence, for each gene we can quantify the number of reads according to four different cases:

- \( A \) = number of uniquely mapping reads;
- \( B \) = number of reads having the gene as unique best match (i.e. other genes may match, but with lower quality);
- \( C \) = number of reads having the gene as best match, although not unique (i.e. other genes may match with the same quality);
- \( D \) = number of reads having the gene as match, even if not best.

According to their definition, \( A \leq B \leq C \leq D \). Tab. 1 shows some examples of multireads, mapped genes and quality values of mapping (scaled to 1 for each read).

These cases enable the definition of a possibility degree that a given count \( x \) is the real number of reads mapping to a particular gene. More specifically, this possibility is null for \( x < A \) and \( x > D \), while it is maximal (=1) for \( B \leq x \leq C \). A gradual, increasing possibility can be conceived for \( A \leq x \leq B \), while a gradually decreasing possibility can be assumed for \( C \leq x \leq D \). Linear increase/decrease can be assumed for simplicity.

The possibility distribution of the gene expression - based on read counts - is determined by \( A, B, C \) and \( D \), and can be defined by a trapezoidal fuzzy set, as follows:

\[
\text{Tr} [A', B, C, D'] (x) = \begin{cases} 
0, & x \leq A' \vee x \geq D' \\
\frac{x-A'}{B-A'}, & A' < x \leq B \\
1, & B < x < C \\
\frac{x-D'}{C-D'}, & C \leq x < D' 
\end{cases}
\] (1)
Table 1: Example of mapping results. For gene gene-1: $A = 1, B = 2, C = 3, D = 3$. For gene-2: $A = B = 0, C = 1, D = 2$.

<table>
<thead>
<tr>
<th>read id</th>
<th>gene id</th>
<th>mapping quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>read-1</td>
<td>gene-1</td>
<td>1.0</td>
</tr>
<tr>
<td>read-2</td>
<td>gene-1</td>
<td>1.0</td>
</tr>
<tr>
<td>read-2</td>
<td>gene-2</td>
<td>0.8</td>
</tr>
<tr>
<td>read-3</td>
<td>gene-1</td>
<td>1.0</td>
</tr>
<tr>
<td>read-3</td>
<td>gene-2</td>
<td>1.0</td>
</tr>
</tbody>
</table>

where $A' = A - 1$ and $D' = D + 1$ to give non-null possibility to counts $A$ and $D$ respectively. The width of the fuzzy set (1) (defined as $D' - A'$) quantifies the uncertainty in the evaluation of the expression value, which in turn generates uncertainty in differential expression evaluation.

2.2 Graphical comparison of differential expression

For a qualitative evaluation of differential expression of genes in a case-control study, a graphical method can be proposed as a first approach.

Two trapezoids representing the expression of the same gene in different samples can be plotted on a 3-dimensional graph, which is useful to fully understand the use of fuzzy sets and related possibility distributions. The count values for the two experimental samples are drawn on the $x$ axis and $y$ axis respectively, while the possibility degrees are represented on the $z$ axis. As shown in fig. 1, the Cartesian product of two trapezoidal fuzzy sets, representing the expression of the same gene in different samples, yields a truncated pyramid of possibilities (3D plot). The $z$-value of the pyramid is the possibility degree that the first sample has $x$ reads and the second sample has $y$ reads for the gene under consideration.

The projection on a 2D plot highlights two rectangles which bound the possibility: the innermost covers the area with highest possibility, while the outermost limits the area with non-null possibility. Larger rectangles represent wider uncertainty, small rectangles (possibly degenerating to a single point) represent more definite results. The position of the rectangle with respect to the bisector line describes the differential expression result in the case-control comparison.

![Graphical comparison of differential expression](image-url)
2.3 Fuzzy Fold Change Computation

The proposed quantitative method for the evaluation of differential expression extends the fold change metric, usually adopted for differential expression, by integrating fuzzy sets representing uncertain read counts. In particular, given a control sample with fuzzy expression $\text{Tr} \left[ A'_1, B_1, C_1, D'_1 \right]$ and a control case with fuzzy expression $\text{Tr} \left[ A'_2, B_2, C_2, D'_2 \right]$, we extend the usual fold change metric to the following fuzzy fold change metric:

$$\text{Tr} \left[ \log_2 \frac{A'_1}{D'_2}, \log_2 \frac{B_1}{C_2}, \log_2 \frac{C_1}{B_2}, \log_2 \frac{D'_1}{A'_2} \right]$$

(2)

This trapezoidal fuzzy set follows from the application of the extension principle to the standard fold change metric, eventually simplified to a trapezoidal fuzzy set for ease of computation.

The fuzzy fold change is very useful to highlight potential false positives when the value of 0 (corresponding to null variation between case and control) belongs to fuzzy fold change with high possibility degree.

2.4 Fuzzy representation of data and differential expression

For a complete differential expression analysis, all the genes of both the case and the control samples must be taken into account. The last approach we propose ranks the genes in both samples in order of possibility that their expression in the case and control is significantly different. This approach combines the fuzzy fold change metric with a fuzzy representation of the dataset of genes.

In order to analyze the trend of the logarithmic fold change, we represent expression data in an MA-plot, as in fig. 2 (main plot). For simplicity, each gene is represented as a point and its expression value is the centroid of its trapezoid.

![MA-plot](image)

Figure 2: MA-plot of estimated data shows the variability of log2 fold change for low expression values (main plot). Computation of the differential expression possibility of a gene (projections on the right).

The plot clearly shows that the variability of fold change decreases as the mean expression value increases. The genes that are distant from the main rhomboidal figure are the best candidates for differential expression.

In order to rank genes according to their differential expression, we draw two curves enclosing the right part of the rhomboidal figure (we are not interested in the left part,

---

1Given two expressions $e_1$ and $e_2$ of a gene in two samples, the MA-plot places the gene on a plane $(M, A)$ where $M = \log_2(e_1/e_2)$ (the fold change) and $A = (1/2) \log_2(e_1e_2)$ (average intensity).

2If the centroid falls outside the interval $[B, C]$, it is limited to the closest extreme of this interval.
because it represents genes with too small expressions). The enclosing curves represent the limits for a varied expression to be considered as unrelated to the experimental conditions. Therefore, the genes lying on these frontiers can be associated to a possibility of being differentially expressed equal to 0.5; on the other hand, genes above the upper curve or below the lower curve have higher possibility of being differentially expressed.

Thereby, it is not difficult to compute a differential expression possibility value for each gene of the plot. Given a gene, its corresponding point is located in the MA-plot. If it is located in the left part of the rhomboid, it is excluded from further analysis because its expression is not significant. Otherwise, in correspondence of its abscissa, the ordinates $y^+, y^−$ of the two enclosing curves are produced. Three fuzzy sets are then defined on the vertical axis: the first fuzzy set represents over-expression, the second fuzzy set represent insignificant variation, and the third fuzzy set represent under-expression (see fig. 2, projections on the right). The fuzzy sets representing under-expression and over-expression are defined in terms of a sigmoidal membership function, while the fuzzy set representing insignificant variation is defined as a Gaussian fuzzy set. The fuzzy set representing under-expression (resp. over-expression) intersects the fuzzy set representing insignificant variation at $y^−$ (resp. $y^+$), with membership degree equal to 0.5.

The three fuzzy sets are used to evaluate the possibility of the gene to be differentially expressed. The fuzzy fold change of the gene is compared to the three fuzzy sets. More specifically, the possibility measure is computed between the fuzzy fold change and the under-expression fuzzy set, the insignificant variation fuzzy set, and the over-expression fuzzy set. (The possibility measure between two fuzzy sets $F_1$ and $F_2$ is defined as $\Pi(F_1, F_2) = \max_x \min\{F_1(x), F_2(x)\}$.) The possibility measure, between the fuzzy fold change and the fuzzy set representing over-expression (resp. under-expression), quantifies the possibility that the gene is over-expressed (resp. under-expressed) in the control sample. The possibility measure between the fuzzy fold change and the fuzzy set representing insignificant variation evaluates the possibility of false positiveness.

By repeating the procedure for all the genes, a ranked list is eventually produced with genes sorted according to their possibility of being differentially expressed, and accompanied with an additional information of possible false-positiveness.

3 Results

The proposed model was tested using two datasets downloaded from NCBI-SRA archive: DRP000527 and SRP014005. The datasets were mapped against Vega transcript database [9], while DESeq2 [5], Cuffdiff [6] and Fisher’s Exact test p-value (adjusted with False Discovery Rate) were used to evaluate differential expression.

The first dataset contains two samples coming from the HeLa cells. In one sample the U2AF35 gene is suppressed, and no other gene should result differentially expressed in the analysis results. Illumina reads were mapped using Bowtie. Because of to the low number of mismatches allowed, all the mapping have the same quality and are considered as equivalent best matches. In this case in the trapezoids A coincides with B and C with D. The 17% of mapped reads are multireads. The mapping identified 19486 genes. The U2AF35 gene is the only varied gene, with a possibility = 1. This result was confirmed by DESeq2, Cuffdiff and Fisher’s test.

The second dataset contains a case-control study of Asthma, through 454 Roche sequencing of human endobronchial biopsies. 454 reads were mapped using BLAST, with 97% of identity required. The 16% of mapped reads are multireads. The mapping identified 14802 genes, 9 genes have a possibility of being differentially expressed > 0.5 and 4 of them have an uncertain fold change. Both centroid data and uniquely mapping read counts have been processed with DESeq2, but the tool only warns about the absence of replicates and outputs no significant differences in the two samples. The adjusted p-value of Fisher’s test selects 13 differentially expressed genes: 9 of them are
the same highlighted with fuzzy possibility sets, while the other 4 show a possibility of being differentially expressed between 0.08 and 0.46 and one of them has also maximum uncertainty. Cuffdiff cannot be run on 454 data.

4 Conclusion

The described method exploits fuzzy sets to manage the uncertainty in multireads, in particular during the evaluation of differential expression analysis with NGS RNA-Seq data. The model has been tested on case-control transcriptomic data produced by Roche 454 and Illumina sequencers.

Gene expressions are represented with trapezoidal fuzzy sets, which represent the ambiguities resulting from read mapping. Genes are ranked through a possibility measure of differential expression, accompanied with information about the uncertainty that could be present in the results, caused by multireads.

The uncertainty representation can also be used just to add information to the results obtained with other differential expression tools, in order to highlight the risk of false positives in the results.

The model can also be applied to different types of data, like genomic and metagenomic reads, and it will be extended to cope with biological replicates and different types of sample comparison (e.g. with more than two conditions or time series data).
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Abstract. Maintaining accessibility of biomedical literature databases has led to development of text classification systems to assist human indexers by recommending thematic categories to biomedical articles. These systems rely on using machine learning methods to learn the association between the document terms and predefined categories. The accuracy of a text classification method depends on the metric used in order to assign a weight to each term. Weighting metrics can be classified as supervised or unsupervised according to whether they use prior information on the number of documents belonging to each category. In this paper, we propose two supervised weighting metrics and an extended term representation which both improve the quality of biomedical document classification.

1 Scientific Background

Medical Subject Headings (MeSH), a controlled set of keywords, are used to index all the article abstracts contained in the MEDLINE database to facilitate search and retrieval. The increasing size of the MEDLINE needs efficient text classification tools to assist indexers in labeling document texts with the predefined thematic categories of MeSH \cite{1, 2, 3}. In the two last decades a huge number of machine learning techniques were proposed to automatically classify text documents. In text classifier systems, documents are preprocessed in order to be suitable as training data for a learning algorithm. Traditionally, each text document is converted into a vector where each dimension represents a term which value is the weight that will be used in the learning process. As the weight reflects the importance of the term in the document, an appropriate choice of the metric function used for weighting terms is crucial for correct classification. Common term weighting metrics for text classification were unsupervised and generally borrowed from information retrieval (IR) field. The simplest IR metric is the binary representation BIN which assigns a weight of 1 if the term appears in the document and 0 otherwise. The term can be assigned a weight TF that reflects its frequency in the document. TFIDF is the most commonly used weighting metric in text classification. TFIDF is the product of TF and IDF, the inverse document frequency which favors rare terms in the corpus over frequent ones. However, there are some drawbacks on using unsupervised weighting functions, as the category information is omitted.

Previous studies proposed different supervised weighting metrics where the document frequency factor IDF of TFIDF is replaced by a factor that use prior information on the number of documents belonging to each category. Several classical metrics were tested in the literature, for instance, chi-square ($\chi^2$), information gain (IG), gain ratio (GR) and odds ratio (OR) \cite{4}. These early studies get an improvement with $TF \chi^2$, $TF IG$, $TF GR$, and $TF OR$. However, there are some drawbacks on using unsupervised weighting functions, as the category information is omitted.
TF.IG, TF.GR and TF.OR term weights trained with SVM. Accurate SVM text classification was obtained using Bi-Normal Separation (BNS) metric for supervised term weighting [5]. More recently, other specific metrics were proposed for the supervised term weighting problem. Liu et al. [6] uses a probability based (PB) term weight in order to tackle the problem of imbalanced distribution of documents among categories. Lan et al. [7] utilizes a term weight TF.RF based of the Relevance Frequency (RF) metric. Altincay and Erenel [8] combined RF metric with mutual information and the difference of term occurrence probabilities in the collection of the documents belonging to the category and in its complementary set.

The rest of the paper is organized as follows. Section 2 describes the supervised metrics we propose for weighting and the corpus used as benchmark. The experimental comparison of our metrics with those proposed in the literature is presented in Section 3.

2 Materials and Methods

We propose two metrics (One-way Klosgen and Loevinger) and compare them with 10 metrics that have been used for term weighting problem in the literature. We also propose to represent a text document as a vector where each dimension can be either term frequencies or term positions.

2.1 Extended term representation

In this classical representation, terms are viewed as the dimensions of the learning space. A term may be a single word or a phrase (n-gram). In this work, we propose to represent each dimension by a term together with its minimal frequency in the document. Let us consider for example, a particular term $t$ such that 25% of the documents where $t$ appears are in category $c$. If 45% of the documents where $t$ appears at least 3 times are in category $c$, then the term $t$ is probably more correlated with the category $c$ when its frequency exceeds 2. Hence, we propose features of the form $(t, n)$ in documents containing $t$ with a term frequency at least $n$. If a document $d$ contains ten times a term $t$, we must generate ten features $(t, i)$ $(i = 1, 2, \ldots, 10)$, meaning that $t$ occurs at least once, twice, \ldots, ten times. This could unnecessarily grow the number of features so we consider only $n$ powers of 2. Then, if $t$ occurs ten times, we will generate the features $(t, 1), (t, 2), (t, 4)$ and $(t, 8)$. The number of frequency features associated to a term $t$ which appears $n$ times in a document $d$ will only be $\log_2 p$ in the worst case.

Most of the terms that are related to the main topics of a document occur at its beginning. In order to validate this assumption we propose features of the form $(t, p)$, meaning that the first position of $t$ in the document is lower or equal to $p$. The position being defined as the number of words preceding the term occurrence. As for term frequency features, we generate only features $(t, p)$ with $p$ powers of 2. For example, if a term $t$ first appears at position 5 in a document of size 100 words, we generate the features $(t, 8), (t, 16), (t, 32)$ et $(t, 64)$, meaning that the first position of $t$ is lower or equal than 8, 16, 32 and 64. The number of position features associated to a term $t$ which appears $n$ times in a document $d$ at first position $p$ will be $\log_2 |d|$ in the worst case, where $|d|$ is the size of $d$ in number of words.

2.2 Weighting metrics

We consider a corpus $D$ of $N$ documents and $d$ a particular document of $D$. Let $x$ denotes a nominal feature of $d$ representing either, 1) $t$ a term that occurs in $d$, 2) $(t, n)$ a term that occurs at least $n$ times in $d$, or 3) $(t, p)$ a term which first position is lower or equal to $p$ in the document $d$.

Each document can belong to one or many categories (labels or classes) $c_1, c_2, \ldots, c_k$. We denote by $y$ a particular category $c_i$. We denote by $\bar{x}$ the fact that the feature $x$ is not present in $d$ and by $\bar{y}$ the fact that $d$ does not belong to the category $y$. The number
Table 1: Two-way contingency table for nominal feature \( x \) (term) and category \( y \) (document label). \( f(uv) \) denotes the number of documents containing \( u \) and belonging to \( v \). * represents any term or category.

<table>
<thead>
<tr>
<th></th>
<th>( y )</th>
<th>( \bar{y} )</th>
<th>*</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( f(xy) = a )</td>
<td>( f(x\bar{y}) = b )</td>
<td>( f(x*) )</td>
</tr>
<tr>
<td>( \bar{x} )</td>
<td>( f(\bar{x}y) = c )</td>
<td>( f(\bar{x}\bar{y}) = d )</td>
<td>( f(\bar{x}* )</td>
</tr>
<tr>
<td>*</td>
<td>( f(*y) )</td>
<td>( f(*\bar{y}) )</td>
<td>( f(**) = N )</td>
</tr>
</tbody>
</table>

Table 2: Expected contingency table for nominal feature \( x \) and category \( y \). \( \hat{f}(uv) \) denotes the expected number of documents containing \( u \) and belonging to \( v \) under the null hypothesis of independence \( H_0 \).

<table>
<thead>
<tr>
<th></th>
<th>( \hat{y} )</th>
<th>( \hat{\bar{y}} )</th>
<th>*</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( \hat{f}(xy) = \frac{y \hat{f}(x*y)}{N} )</td>
<td>( \hat{f}(x\bar{y}) = \frac{\hat{y} \hat{f}(x*\bar{y})}{N} )</td>
<td>( \hat{f}(x*) )</td>
</tr>
<tr>
<td>( \bar{x} )</td>
<td>( \hat{f}(\bar{x}y) = \frac{(N-f(\bar{x}<em>))f(y</em>\bar{y})}{N} )</td>
<td>( \hat{f}(\bar{x}\bar{y}) = \frac{(N-f(\bar{x}<em>))f(\bar{y}</em>)}{N} )</td>
<td>( \hat{f}(\bar{x}*) )</td>
</tr>
<tr>
<td>*</td>
<td>( \hat{f}(**y) )</td>
<td>( \hat{f}(**\bar{y}) )</td>
<td>( \hat{f}(***) = N )</td>
</tr>
</tbody>
</table>

of documents containing the feature \( x \) and belonging to the category \( y \) is denoted by \( f(xy) \) and represents the document frequency. In general, \( f(uv) \) denotes the number of documents containing \( u \) and belonging to \( v \), \( u \) being \( x \), \( \bar{x} \) or * (documents containing any term) and \( v \) being \( y \), \( \bar{y} \) or * (documents belonging to any category). These frequencies are represented in the contingency Table (Table 1) in which the number of documents is denoted by \( N \), \( f(xy) \) by \( a \) and \( f_{11} \), \( f(x\bar{y}) \) by \( b \) and \( f_{12} \), and so on.

Many metrics are based on the estimation of the probability \( P(uv) \) the probability that a document containing \( u \) belongs to the category \( v \), \( u \) being \( x \), \( \bar{x} \) or * and \( v \) being \( y \), \( \bar{y} \) or *. Under the maximum-likelihood hypothesis this probability is estimated by: \[ p(uv) = \frac{f(uv)}{N} \]. Some metrics are based on the difference between the observed and the expected frequencies. The expected contingency frequencies under the null hypothesis of independence \( H_0 \) are given in the table 2.

Giving a weight to a feature \( x \) associated to a term in a document labeled with \( y \) depends on the correlation between \( x \) and \( y \) in the training corpus. This correlation can be estimated by different metrics, all the metrics used in this paper depends only on four values: \( N \) the number of training documents, \( f(xy) \) the joint frequency, \( f(x*) \) and \( f(*y) \) the marginal frequencies. Given these values one can compute the contingency table and then compute any of the metrics described in Table 3. The first 10 metrics of Table 3 are those already been used for the problem of term weighting in the literature [4, 9, 5, 6, 7, 8]. The last 2 metrics Loevinger and One-way Klosgen are proposed by the authors of this paper. These metrics are collected from papers dealing with association rules and classification rules [10] and were not used for supervised term weighting in the literature.

### 2.3 Benchmark

In order to compare experimentally the metrics, we use the Ohsumed corpus. Ohsumed is a test collection that includes 13,929 medical abstracts (6,286 for training and 7,643 for testing) from MEDLINE indexed by 23 cardiovascular diseases MeSH categories. Ohsumed is small when compared to the entire MEDLINE corpus that contains over 21 million references indexed by 27,149 descriptors in 2014 MeSH. However it was necessary in the first instance to use a small dataset for all the experiments we have done, namely 120 learn/prediction tasks with 12 metrics, 5 different weighting schemes and two machine learning methods (see table 5 and 6 next section).

We have done a summary preprocessing on these data and did not use feature selection in order to compare the weighting metrics independently from other methods of selecting the terms. Each document was stemmed (Porter stemming) and reduced to a vector of features representing 1-grams or 2-grams terms. Traditionally the performance of a classifier on a corpus is estimated by learning the classification on the training data.
and evaluating the accuracy of the prediction obtained on the evaluation data. The evaluation metrics used are the precision which is the proportion of documents placed in the category that are really in the category, recall which is the proportion of documents in the category that are actually placed in the category, and the F1-Score is defined as: 
\[
F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}.
\]
The microaveraged F1-Score is computed globally for all the categories, while the macroaveraged F1-Score is the average of the F1-Scores computed for each category. This later measures the ability of a classifier to perform well when the distribution of the categories is unbalanced, while the microaveraged F1-Score gives a global view of the document classification performance.

### 3 Results

For each category \( y \), every document \( d \) is transformed to a vector \( W_d \) where each feature \( x \) is weighted by: 
\[
w(x, y, d) = w_{TF}(x, d) \times w_{DF}(x, y).
\]
Where term frequency weight \( w_{TF} \) (see Table 4) depends on the frequency of \( x \) in the document \( d \) and document frequency weight \( w_{DF} \) is one of the metrics described in Table 3. The feature \( x \) represents either a term feature \( t \), a term frequency feature \((t, n)\) or a term position feature \((t, p)\) as defined in section 2.1. For the classical term representation, we have experimented three possible term frequency weights (see Table 4). For our model, we use only binary term weights \((w_{TF}(x, d) = \text{BIN}(x, d))\), because the frequency of the term is already considered in the extended term representation \( x = (t, n) \).

In order to estimate the performance of both our model and the 2 metrics we propose, we have compared the F1-Score of SVM and nearest centroid classification on Ohsumed documents with classical and extended term representations using different weighting schemes. For each document frequency weight metric \( w_{DF} \) we have experimented 5 weighting schemes:

- raw term frequency weight \((w_{TF} = \text{RTF})\) for term features \( t \)
- term frequency logarithm weight \((w_{TF} = \text{LTF})\) for term features \( t \)

### Table 3: Metrics used for supervised feature weighting

<table>
<thead>
<tr>
<th>Metric</th>
<th>Mathematical form</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDF</td>
<td>( \log(\frac{N}{DF(x)}) )</td>
</tr>
<tr>
<td>Pearson’s ( \chi^2 ) test</td>
<td>( \sum_{i,j} \frac{(f_{ij} - Np_{ij})^2}{Np_{ij}} )</td>
</tr>
<tr>
<td>Information gain</td>
<td>( \sum_{a \in {x,d}} \sum_{b \in {y,g}} p(uv) \log \frac{p(uv)}{p(u)p(v)} )</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>( \log \frac{p(x</td>
</tr>
<tr>
<td>Log odds ratio</td>
<td>( \log \frac{p(x)}{p(y</td>
</tr>
<tr>
<td>Bi-normal separation (BNS)</td>
<td>(</td>
</tr>
<tr>
<td>Probability based term weight</td>
<td>( \log(1 + \frac{w}{N}) )</td>
</tr>
<tr>
<td>Pointwise mutual information</td>
<td>( \log \frac{p(xy)}{p(x)p(y)} )</td>
</tr>
<tr>
<td>Relevance frequency</td>
<td>( \log_2(2 + \frac{a}{\max(b,1)}) )</td>
</tr>
<tr>
<td>Relevance frequency OR</td>
<td>( \log_2(2 + \frac{a}{\max(b,1)}) {1 - (p(x</td>
</tr>
<tr>
<td>Relevance frequency ( \chi^2 )</td>
<td>( \log_2(2 + \frac{a}{\max(b,1)}) {p(x</td>
</tr>
<tr>
<td>One-way Klosgen</td>
<td>( \sqrt{p(xy)} {p(xy) - p(\bar{x})} )</td>
</tr>
<tr>
<td>Loevinger</td>
<td>( 1 - \frac{p(\bar{x})p(y)}{p(xy)} )</td>
</tr>
</tbody>
</table>

\(*\) \( F^{-1} \) is the inverse Normal cumulative distribution function.

### Table 4: Experimented term frequency weights as a function of the frequency \( tf(x,d) \) of a feature \( x \) in a document \( d \)

<table>
<thead>
<tr>
<th>Term frequency weight</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIN(x,d)</td>
<td>1 if ( tf(x,d) &gt; 0 ), 0 otherwise</td>
<td>binary weight</td>
</tr>
<tr>
<td>RTF(x,d)</td>
<td>( tf(x,d) )</td>
<td>raw term frequency</td>
</tr>
<tr>
<td>LTF(x,d)</td>
<td>( \log(1 + tf(x,d)) )</td>
<td>term frequency logarithm</td>
</tr>
<tr>
<td>ITF(x,d)</td>
<td>( 1 - \frac{1}{1 + tf(x,d)} )</td>
<td>inverse term frequency</td>
</tr>
<tr>
<td>Term representation</td>
<td>Microaveraged F&lt;sub&gt;1&lt;/sub&gt;-Score</td>
<td>Macroaveraged F&lt;sub&gt;1&lt;/sub&gt;-Score</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>Term frequency weight</td>
<td>t t t (t,n) &amp; &amp; (t,p)</td>
<td>t t t (t,n) &amp; &amp; (t,p)</td>
</tr>
<tr>
<td>Loevinger</td>
<td>0.585 0.603 0.610 0.620 0.628</td>
<td>0.568 0.584 0.591 0.604 0.611</td>
</tr>
<tr>
<td>IDF</td>
<td>0.490 0.564 0.584 0.604 0.616</td>
<td>0.441 0.536 0.560 0.590 0.603</td>
</tr>
<tr>
<td>Pointwise mutual information</td>
<td>0.506 0.548 0.563 0.585 0.593</td>
<td>0.476 0.528 0.545 0.570 0.577</td>
</tr>
<tr>
<td>Log odds ratio</td>
<td>0.516 0.547 0.559 0.577 0.590</td>
<td>0.517 0.524 0.526 0.543 0.564</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>0.515 0.527 0.530 0.547 0.563</td>
<td>0.384 0.463 0.491 0.522 0.542</td>
</tr>
<tr>
<td>Relevance frequency</td>
<td>0.394 0.465 0.489 0.513 0.532</td>
<td>0.388 0.456 0.479 0.503 0.518</td>
</tr>
<tr>
<td>Bi-normal separation</td>
<td>0.461 0.491 0.500 0.518 0.531</td>
<td>0.468 0.481 0.486 0.495 0.502</td>
</tr>
<tr>
<td>Relevance frequency&lt;sub&gt;OR&lt;/sub&gt;</td>
<td>0.388 0.456 0.479 0.503 0.518</td>
<td>0.444 0.452 0.456 0.463 0.468</td>
</tr>
<tr>
<td>One-way Klosgen</td>
<td>0.468 0.481 0.486 0.495 0.502</td>
<td>0.345 0.346 0.347 0.357 0.373</td>
</tr>
<tr>
<td>Pearson’s χ&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.444 0.452 0.456 0.463 0.468</td>
<td>0.319 0.334 0.335 0.325 0.330</td>
</tr>
<tr>
<td>Information gain</td>
<td>0.468 0.481 0.486 0.495 0.502</td>
<td>0.337 0.352 0.368 0.360 0.365</td>
</tr>
<tr>
<td>Relevance frequency&lt;sub&gt;OR&lt;/sub&gt;</td>
<td>0.468 0.481 0.486 0.495 0.502</td>
<td>0.337 0.352 0.368 0.360 0.365</td>
</tr>
</tbody>
</table>

### Table 6: F<sub>1</sub>-Scores of SVM classifier with different term representations and weighting metrics

<table>
<thead>
<tr>
<th>Term representation</th>
<th>Microaveraged F&lt;sub&gt;1&lt;/sub&gt;-Score</th>
<th>Macroaveraged F&lt;sub&gt;1&lt;/sub&gt;-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term frequency weight</td>
<td>t t t (t,n) &amp; &amp; (t,p)</td>
<td>t t t (t,n) &amp; &amp; (t,p)</td>
</tr>
<tr>
<td>One-way Klosgen</td>
<td>0.587 0.604 0.609 0.631 0.639</td>
<td>0.538 0.569 0.575 0.595 0.602</td>
</tr>
<tr>
<td>Pearson’s χ&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.593 0.598 0.600 0.618 0.629</td>
<td>0.553 0.562 0.568 0.587 0.598</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>0.563 0.582 0.590 0.617 0.629</td>
<td>0.563 0.579 0.586 0.614 0.626</td>
</tr>
<tr>
<td>Loevinger</td>
<td>0.563 0.579 0.586 0.614 0.626</td>
<td>0.553 0.586 0.593 0.614 0.623</td>
</tr>
<tr>
<td>Bi-normal separation</td>
<td>0.553 0.586 0.593 0.614 0.623</td>
<td>0.570 0.583 0.586 0.603 0.615</td>
</tr>
<tr>
<td>Information gain</td>
<td>0.548 0.568 0.571 0.590 0.602</td>
<td>0.548 0.568 0.571 0.590 0.602</td>
</tr>
<tr>
<td>Relevance frequency&lt;sub&gt;OR&lt;/sub&gt;</td>
<td>0.497 0.545 0.556 0.587 0.600</td>
<td>0.497 0.545 0.556 0.587 0.600</td>
</tr>
<tr>
<td>Log odds ratio</td>
<td>0.475 0.531 0.541 0.571 0.588</td>
<td>0.475 0.531 0.541 0.571 0.588</td>
</tr>
<tr>
<td>Relevance frequency</td>
<td>0.460 0.521 0.535 0.564 0.583</td>
<td>0.460 0.521 0.535 0.564 0.583</td>
</tr>
<tr>
<td>Pointwise mutual information</td>
<td>0.459 0.520 0.533 0.566 0.582</td>
<td>0.459 0.520 0.533 0.566 0.582</td>
</tr>
<tr>
<td>IDF</td>
<td>0.296 0.363 0.380 0.417 0.444</td>
<td>0.296 0.363 0.380 0.417 0.444</td>
</tr>
</tbody>
</table>

### Table 5: F<sub>1</sub>-Scores of nearest centroid classifier with different term representations and weighting metrics
• inverse term frequency weight \((w_{TF} = \text{ITF})\) for term features \(t\)
• binary term frequency weight \((w_{TF} = \text{BIN})\) for term frequency features \((t, n)\)
• binary term frequency weight \((w_{TF} = \text{BIN})\) for term frequency features \((t, n)\) and term position features \((t, p)\)

The Table 5 reports the microaveraged and macroaveraged F₁-Score obtained with nearest centroid classifier considering different term representations and weighting metrics (the five table columns represent the five weighting schemes). After calculation of the F₁-Score for each classifier, the metrics are ranked in descending order of the best weighting scheme score. It is clearly observed from these results that the proposed representation model \(((t, n))\) & \(((t, p))\) performs significantly better than the classical representation (the three first columns) and achieves the best performances in all experiments in terms of microaveraged F₁-scores for all the metrics. We can also observe that the proposed Loewinger metric yields to better microaveraged and macroaveraged F₁-scores for all weighting schemes. Table 6 provides the F₁-Scores with SVM classification. It can be seen that by using the One-way Klosgen metric we obtain the best classification scores on Ohsumed data.

4 Conclusion

In this paper, we have proposed two term weighting metrics that have not been previously used for term weighting in the literature. We have also proposed an extended term representation where the term frequency and the term position in the document are adequately integrated to the document frequency. We showed that both the metrics and the term representation can improve significantly the classification of Ohsumed biomedical documents. After this study we intend to assess our approach with large-scale experiments on all MEDLINE corpus with all MeSH categories.
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Abstract. De novo assembly using short reads generated by next generation sequencing technologies is still an open problem. Although there are several assembly algorithms developed for data generated with different sequencing technologies, and some that can make use of hybrid data, the assemblies are still far from being perfect. There is still a need for computational approaches to improve draft assemblies. Here we propose a new method to correct assembly mistakes when there are multiple types of data obtained using different sequencing technologies that have different strengths and biases. We apply our method to Illumina, 454, and Ion Torrent data, and also compare our results with existing hybrid assemblers, Celera and Masurca.

1 Scientific Background

Since the introduction of high throughput next generation sequencing (NGS) technologies, traditional Sanger sequencing is being abandoned especially for large-scale sequencing projects. Although cost effective for data production, NGS also imposes increased cost for data processing and computational burden. In addition, the data quality is in fact lower, with greater error rates, and short read lengths for most platforms. One of the main algorithmic problems to analyze NGS data is the de novo assembly: i.e. “stitching” billions of short DNA strings into a collection of larger sequences, ideally the size of chromosomes. However, “perfect” assemblies with no gaps and no errors are still lacking due to many factors, including the short read and fragment (paired-end) lengths, sequencing errors in basepair level, and the complex and repetitive nature of most genomes. Some of these problems in de novo assembly can be ameliorated through using data generated by different sequencing platforms, where each technology has “strengths” that may be used to fix biases introduced by others.

\(*to whom correspondence should be addressed
Overlap-layout-consensus (OLC) graph based assemblers \([1, 2]\) work well on the long read assembly. Assemblers that are based on de Bruijn graphs \([3, 4, 5]\) are designed primarily for short reads. Several assemblers use multiple read libraries \([6, 7, 8]\) for better assembly construction. Additionally, strategies to merge different assemblies using different data sources into a single coherent assembly are described in literature (e.g. \([9]\)). Our method differs from that of \([9]\), in both pre- and post-processing steps.

In this work, we propose a method to improve draft assemblies (i.e. produced using a single data source, and/or single algorithm) by incorporating data generated by different NGS technologies, and applying novel correction methods. To achieve better improvements, we exploit the advantages of both short but low-error-rate reads and long but erroneous reads. We show that correcting the contigs built by assembling long reads through mapping short and high quality read contigs produce the best results, compared to the assemblies generated by algorithms that use hybrid data.

## 2 Materials and Methods

A part of human chromosome 13 was cloned into a bacterial artificial chromosome (BAC) in a previous study. We sequenced the BAC clone separately using Illumina, Roche/454, and Ion-Torrent platforms (see Table 1). A “gold standard” reference assembly was also obtained using template-based assembly with Mira \([8]\) using Roche/454 data, which is then corrected using the Illumina reads. Since Roche/454 and Ion Torrent platforms have similar sequencing biases (i.e. problematic homopolymers), we separated this study into two different groups: Illumina & 454 and Illumina & Ion-Torrent, which gives us the opportunity to compare Roche/454 and Ion-Torrent data.

### Table 1: Properties of the data

<table>
<thead>
<tr>
<th>Technology</th>
<th>Length range</th>
<th>Mean length</th>
<th>Mean base qual (phred s.)</th>
<th>Paired</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illumina</td>
<td>101bp (all reads have equal length)</td>
<td>101bp</td>
<td>38</td>
<td>paired</td>
</tr>
<tr>
<td>Roche/454</td>
<td>40bp-1027bp</td>
<td>650bp</td>
<td>28</td>
<td>single-end</td>
</tr>
<tr>
<td>Ion-Torrent</td>
<td>5bp-201bp</td>
<td>127bp</td>
<td>24</td>
<td>single-end</td>
</tr>
</tbody>
</table>

**Technology**: The name of the sequencing technology used to produce the reads. **Length range**: Minimum and maximum lengths of the generated reads. **Mean length**: The mean length among all reads. **Mean base qual**: The average phred score sequence quality of all reads. Calculated by summing up all phred scores of the bases in a read and dividing it to sequence length over all reads. **Paired**: Represents whether the sequencing is performed as paired-end or single-end.

### Pre-processing:

First, the reads that has low average quality value (phred score 17, i.e. \(\geq 2\%\) error rate) were discarded. Then, the reads with high N-density (with >10\% of the read consisting of Ns) were removed. Third, groups of bases that seem to be non-uniform according to sequence base content were trimmed. Finally, each assembler’s pre-processing operations were also inevitably applied.

### Assembly:

Several assembly tools were used: Velvet \([3]\), a de Bruijn graph based assembler to assemble the short reads; and two different overlap-layout-consensus (OLC) assemblers: Celera \([1]\), and SGA \([2]\) to assemble the long read data sets (Roche/454 and Ion Torrent) separately. In addition, a de Bruijn graph based assembler, SPAdes \([4]\) was also used on the long read data. Then all draft assemblies were mapped to the E. coli reference sequence using BLAST \([10]\) to identify and discard E. coli contamination due
to the cloning process. At the end, one short read, and three long read assemblies were obtained.

**Correction:** We used BLAST [10] to map the contigs obtained with the short reads onto the contigs generated by assembling the long reads. Since BLAST may report multiple mapping locations due to repeats, only the “best” map locations were accepted. Reasoning from the fact that the short reads show less sequencing errors, the sequence reported by the short read based contigs were preferred over the long read contigs (LRC) when there are disagreements between the pair. By doing this, the “less fragmented” long read assemblies were patched. Figure 1 shows a visual representation of the strategy on correcting the LRCs. The strategy we applied is as follows: if there is a mapping between a short read contig (SRC) and a LRC, and if the mapping does not start at the beginning of the LRC, add the unmapped prefix of the LRC. Also, if the mapping does not start at the beginning of the SRC (very rare situation), add the unmapped prefix of the SRC with lowercase letters. On the mapping part between SRC and LRC, pick the SRC values. If the mapping does not end at the end of the SRC (rare), add the unmapped suffix of the SRC, again with lowercase letters. One may argue that it might disturb the continuity of the resulting contig, however, we observe such mapping properties very rarely. The reason for using lowercase letters is to keep track of the information that there is a disagreement between the SRC and LRC on these sections, so the basepair quality will be lower than other sections of the assembly. Finally, add the unmapped suffix of the LRC and obtain the corrected contig.

**Evaluation:** We mapped each of the final corrected assemblies to the “gold standard” reference assembly we constructed (described above), and calculated various statistics based on the comparisons, and estimated assembly qualities (Table 2). We also used two hybrid assemblers, Celera-CABOG [6] and Masurca [7], with the same data to compare our correction methodology with those of hybrid assembly algorithms.

![Figure 1: Correction method: Correct the long read contig according to the mapping information of the short read contig.](image)

### Results

A summary of the results is presented in Table 2. Briefly, the Velvet assembly using only the Illumina reads showed better coverage (99%) and high average identity (97.5%) rates compared to Celera assembly using long reads. Correcting the Celera assembly with our method improves both coverage and average identity rates, which are then further improved by reiterative application of our method.

The coverage of 454 assembly increases up to 99.7% and the average identity rate increases up to 94.4% on the first correction cycle. The repetitive correction cycles increase the coverage and average identity rates. The cycles are stopped if there is no improvement ($\geq 0.001$) or decrease on the average identity because of the increase on the coverage. One can see that correcting the long read assembly with the SRCs works
well with all kind of assemblers. However, corrected SGA assembly has the highest coverage rate among all.

Assembling short and long reads separately with de Bruijn and OLC graph based assemblers and correcting them give better results than assembling short and long reads together with a hybrid assembler such as Masurca or Celera. Masurca seems to have the best average identity rate on Illumina-Ion Torrent data, but the coverage for this run is just 1%. Celera-CABOG performs very well on Illumina-454 data, but no better than corrected SGA or corrected Celera with Illumina and 454. Celera-CABOG does not have any contigs which successfully map onto the reference sequence, with Illumina-Ion-Torrent data, because all 487 resulting contigs were eliminated on the E.coli contamination filtering phase.

### Table 2: Results of assembly correction method on BAC data.

<table>
<thead>
<tr>
<th>Name</th>
<th>Length</th>
<th># of Contigs</th>
<th># of Mapped Contigs</th>
<th># of Covered bases</th>
<th>Coverage</th>
<th>Avg. Identity</th>
<th># of Gaps</th>
<th>Size of Gaps</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Velvet</strong></td>
<td>176,843</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill. Velvet</td>
<td>197,040</td>
<td>455</td>
<td>437</td>
<td>175,172</td>
<td>0.99055</td>
<td>0.97523</td>
<td>39</td>
<td>1,671</td>
</tr>
<tr>
<td><strong>Celera</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>454 Celera</td>
<td>908,008</td>
<td>735</td>
<td>735</td>
<td>172,563</td>
<td>0.97580</td>
<td>0.92599</td>
<td>18</td>
<td>4,280</td>
</tr>
<tr>
<td>Ion Celera</td>
<td>39,347</td>
<td>27</td>
<td>27</td>
<td>47,638</td>
<td>0.26938</td>
<td>0.96932</td>
<td>47</td>
<td>129,205</td>
</tr>
<tr>
<td><strong>Corrected Celera</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill-454 Celera</td>
<td>4,945,785</td>
<td>895</td>
<td>270</td>
<td>176,368</td>
<td>0.99731</td>
<td>0.94370</td>
<td>5</td>
<td>475</td>
</tr>
<tr>
<td>Ill-454 Celera$^2$</td>
<td>5,078,059</td>
<td>890</td>
<td>265</td>
<td>176,640</td>
<td>0.998852</td>
<td>0.944527</td>
<td>4</td>
<td>203</td>
</tr>
<tr>
<td>Ill-Ion Celera</td>
<td>93,909</td>
<td>30</td>
<td>28</td>
<td>81,819</td>
<td>0.46267</td>
<td>0.96327</td>
<td>36</td>
<td>95,024</td>
</tr>
<tr>
<td>Ill-Ion Celera$^2$</td>
<td>145,262</td>
<td>30</td>
<td>28</td>
<td>91,962</td>
<td>0.52002</td>
<td>0.97412</td>
<td>33</td>
<td>84,881</td>
</tr>
<tr>
<td>Ill-Ion Celera$^3$</td>
<td>216,167</td>
<td>30</td>
<td>28</td>
<td>99,645</td>
<td>0.56347</td>
<td>0.98066</td>
<td>34</td>
<td>77,198</td>
</tr>
<tr>
<td><strong>SGA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>454 SGA</td>
<td>62,909,254</td>
<td>108,095</td>
<td>101,514</td>
<td>176,546</td>
<td>0.99832</td>
<td>0.97439</td>
<td>1</td>
<td>297</td>
</tr>
<tr>
<td>Ion SGA</td>
<td>842,997</td>
<td>6,417</td>
<td>6,122</td>
<td>153,092</td>
<td>0.86569</td>
<td>0.99124</td>
<td>197</td>
<td>23,751</td>
</tr>
<tr>
<td><strong>Corrected SGA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill-454 SGA</td>
<td>295,009</td>
<td>335</td>
<td>335</td>
<td>176,757</td>
<td>0.99951</td>
<td>0.96823</td>
<td>5</td>
<td>86</td>
</tr>
<tr>
<td>Ill-454 SGA$^2$</td>
<td>279,034</td>
<td>305</td>
<td>305</td>
<td>176,527</td>
<td>0.999051</td>
<td>0.96769</td>
<td>5</td>
<td>86</td>
</tr>
<tr>
<td>Ill-Ion SGA</td>
<td>197,509</td>
<td>291</td>
<td>291</td>
<td>175,052</td>
<td>0.98987</td>
<td>0.97501</td>
<td>45</td>
<td>1,791</td>
</tr>
<tr>
<td>Ill-Ion SGA$^2$</td>
<td>203,064</td>
<td>291</td>
<td>291</td>
<td>175,676</td>
<td>0.99340</td>
<td>0.97413</td>
<td>34</td>
<td>1,167</td>
</tr>
<tr>
<td><strong>SPADES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>454 SPADES</td>
<td>12,307,761</td>
<td>49,824</td>
<td>49,691</td>
<td>176,843</td>
<td>1.0</td>
<td>0.98053</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ion SPADES</td>
<td>176,561</td>
<td>110</td>
<td>107</td>
<td>167,890</td>
<td>0.94937</td>
<td>0.92909</td>
<td>9</td>
<td>8,953</td>
</tr>
<tr>
<td><strong>Corrected SPADES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill-454 SPADES</td>
<td>290,702</td>
<td>298</td>
<td>298</td>
<td>176,454</td>
<td>0.99780</td>
<td>0.96538</td>
<td>5</td>
<td>389</td>
</tr>
<tr>
<td>Ill-Ion SPADES</td>
<td>198,665</td>
<td>52</td>
<td>52</td>
<td>171,977</td>
<td>0.97248</td>
<td>0.94215</td>
<td>4</td>
<td>4,866</td>
</tr>
<tr>
<td>Ill-Ion SPADES$^2$</td>
<td>200,307</td>
<td>52</td>
<td>52</td>
<td>172,101</td>
<td>0.97319</td>
<td>0.94230</td>
<td>2</td>
<td>4,742</td>
</tr>
<tr>
<td><strong>Masurca</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill-454 Masurca</td>
<td>380</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ill-Ion Masurca</td>
<td>2,640</td>
<td>8</td>
<td>8</td>
<td>1,952</td>
<td>0.01104</td>
<td>0.98223</td>
<td>9</td>
<td>174,891</td>
</tr>
<tr>
<td><strong>Celera-CABOG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ill-454 Celera</td>
<td>1,101,716</td>
<td>891</td>
<td>891</td>
<td>174,330</td>
<td>0.98579</td>
<td>0.92452</td>
<td>12</td>
<td>2,513</td>
</tr>
<tr>
<td>Ill-Ion Celera</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0,0</td>
</tr>
</tbody>
</table>

Name: the name of the data group that constitute the assembly; # of contigs: the number of contigs that belong to the resulting assembly; # of Mapped Contigs: the number of contigs that successfully mapped onto the reference sequence; # of Covered bases: the number of bases on the reference sequence that are covered by the assembly; Coverage: percentage of covered reference; Avg. identity: percentage of the correctly predicted reference bases; # of Gaps: The number of gaps that cannot be covered on the reference genome; Size of Gaps: total number of bases on the gaps.

* "2" represents the results of the second cycle of correction; "3" represents the third cycle.

### 4 Conclusion

Assembly correction by using advantages of different technologies improves the resulting assembly. Here we presented a new method to improve draft assemblies by correcting high contiguity assemblies using the contigs obtained with high quality reads.
Our results show that our method is useful and it gives better results than using all data for once with a hybrid assembler compared to the results of two hybrid assemblers. However, the need to develop new methods that exploit different data properties of different NGS technologies, such as short/long reads or high/low quality of reads, remains. In this manner, as future work, our correction algorithm can be improved by exploiting the paired end information of the short, high quality reads after the correction phase, to fill in the gaps between corrected contigs.
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Abstract. Ataxia telangiectasia mutated and Rad3-related (ATR) detects single-stranded DNA areas (ssDNA) caused by stalled replication forks. ATR-p53 pathway induces cell cycle arrest, necessary to repair damage. Using mathematical modeling we examined how detection of ssDNA influences the cell cycle. Our model confirms that the cell cycle phase, during which ssDNA are detected, also has the impact on genetic material susceptibility to damage. Our results indicate that during cell cycle progression, with increasing cell size, cellular DNA becomes more prone to damage than in early stages of cycle. Reaction speed rates, which decrease over the cycle, and degree of DNA condensation have an impact on strength of DNA damage response. This result may explain why cells from heterogeneous population exhibit different responses to radiation, what is commonly observed during biological studies performed on the cell culture.

1 Scientific Background

The cell cycle is the sequence of events during which the genetic material is duplicated and equally segregated to two daughter cells. The cell enters the mitotic cycle with G1 phase, during which the cell component grows and the volume of the cell increases. G1 phase is then followed by the S phase of DNA replication and G2 phase of preparation of cell division machinery. The mitotic M phase of cell division starts when the previous steps were finished without errors. Additionally G0 phase can be distinguished, as quiescence or senescence phase, containing nonproliferative cells. Specialized mechanisms checking the integrity of the DNA, called cell cycle checkpoints, are present among others between G1 and S as well as G2 and M phases. G1/S checkpoint verifies if DNA is undamaged and suitable for replication, while G2/M replication checkpoint verifies whether all genetic material was replicated and the lesions repaired before the entry into mitotic division.

Single-stranded DNA areas are often formed after the blockade of the replication forks progression due to the presence of modifications of the DNA chain, such as 6-4 photoproduct or pyrimidine dimer. These forms are often observed after irradiating cells with ultraviolet radiation (UV). Even without treating cells with any exogenous factor, we can observe spontaneous lesions formation due to replication errors. Areas of ssDNA arise also as an effect of double-strand breaks repair that require the resection of DNA free ends. Detection of such forms is performed by ATR module [1].

P53, the main effector of ATR pathway known also as the “guardian of the genome”, is involved in many cellular processes, like DNA repair, cell cycle arrest or apoptosis. The major inhibitor of p53 is mouse double minute 2 homolog (Mdm2), the E3 ubiquitin ligase, which marks p53 to the degradation in proteasome. P53 is phosphorylated by ATR, checkpoint kinase 1 (Chk1) and 2 (Chk2), what additionally amplificates a detection signal. Chk1 and Chk2 also interact with proteins and complexes regulating the cell cycle (mainly with components of cyclin-CDK complexes) [2]. P53 transcriptionally upregulates p21 protein, the potent inhibitor of cyclin-dependent kinases (CDK) [5].
Very important pair of cyclin-CDK cell cycle regulatory complexes are cyclin B and Cdk1 protein kinase. Active complexes drive transition between S, G2 and metaphase of M phase and are responsible for DNA replication, chromosome condensation and mitotic spindle assembly. They are inactivated by the ubiquitin ligase anaphase-promoting complex/cyclosome (APC/C), which destroys the cyclins responsible for activation of Cdk1. When the cyclins are degraded, Cdk gets inactivated and APC dominate through G1 phase. In mammalian cells the APC complex consists of core with many polypeptide subunits, and two activators: Cdh1 and Cdc20, responsible for recognizing specific target proteins. At the end of G1 phase cyclin synthesis is induced and their degradation is inhibited, what causes rising cyclin-CDK activity [3].

1.1 Existing models
There are many models of cell cycle (reviewed in [4]), but very few cover the whole cycle for non-embryonic eukaryotic cells. The good example of cell cycle model for eukaryotes is Tyson’s work [3]. It describes cyclin/CDK and APC interactions, making the core of cell cycle machinery. To our knowledge, except Iwamoto et al. work [5], there is lack of models of the cell cycle that contain additionally DNA damage detection module and describe the interactions between proteins and complexes belonging to both parts. According to our knowledge the proposed model is the first which takes into account the impact of cell cycle phase on ssDNA fragments formation after UV irradiation and detection of these lesions.

2 Materials and Methods
A detection system is activated by UV radiation resulting in formation of ssDNA fragments. Recognition of ssDNA is initiated by coating of single DNA strand by replication protein A (RPA) complexes, what induces independent movement of Rad17-RFC, Rad9-Rad1-Hus1 (9-1-1) and ATR-ATRIP complexes to the site of the damage. ATR interacting protein (ATRIP) allows to bind ATR-ATRIP complex to RPA-coated DNA strand, causing ATR autophosphorylation on Ser1989 [1]. ATR protein is then capable to phosphorylate 9-1-1 complex that after activation recruits topoisomerase 2-binding protein 1 (TopBP1) important for full ATR activation (through phosphorylation on other serine residue). Full activation of ATR enables to recognize its phosphorylation targets, among others Rad17, claspin, RPA, ATRIP, Chk1, Chk2, p53 and H2AX histone.

Presented model is a simplification of processes occurring in the cell during the detection of ssDNA. Some of the described above interactions are simplified to reduce the model complexity and the time necessary for completing the calculation. We distinguished two cell compartments: nucleus and cytoplasm. Our model takes into account cell volume, which varies between cell cycle phases and has impact on the reactions speed.

Our model was built with ordinary differential equations (ODE) with the use of basic laws known from biochemistry (the law of mass action, Michaelis-Menten kinetics). We used equations from Tyson’s work [3], which serve as cell cycle core of our model. We combined them with our previously created model of ATR-p53 pathway [6]. Equations from ATR-p53 part of the model were multiplied by cell mass from cell cycle model in order to show dependence of cellular signaling kinetics on cell mass. We rescaled also Tyson’s model to time-scale and number of molecules observed in average cell line. We assumed that cell cycle duration is about 24 hours (average time of division in typical proliferating human cell), but the model can also be rescaled to other cycle lengths. We found in literature, that maximum amount of cyclin B in cells is 1600000 molecules [8]. We rescaled the model also for this value (fig. 2B). Moreover, we selected mammalian homologs of proteins used in Tyson’s work. We used cyclin B-Cdk1 complexes, as well as APC/C activators Cdh1 and Cdc20, and polo-like kinase 1 (Plk1). Plk1 is the im-
important cell cycle component necessary among others to create a time lag (as observed) between the rise in cyclin B-Cdk1 activity and the activation of Cdc20.

Figure 1: **Schematic representation of the model of ssDNA detection.** Solid lines represent changes in the form of proteins. Dashed lines represent interactions between the model elements. The ATR detector module is marked with blue color [6].

Equation for cyclin B from Tyson’s work [3] after modification:

\[
\frac{d}{dt} CYCB(t) = k_1 - (k_2' + \frac{k_2''}{\text{resc}} CDH1(t) + cd_1 \cdot P53p(t)) + cd_2 \cdot CHK1(t) + cd_3 \cdot CHK2(t))CYCB(t)
\]

Equation for Cdh1 from Tyson’s work [3] after modification:

\[
\frac{d}{dt} CDH1(t) = \frac{(k_3' \cdot \text{resc} + k_3'' \cdot CDC20A(t)) \cdot (\text{resc} - CDH1(t))}{J_3 + 1 - \frac{CDH1(t)}{\text{resc}}} - k_4 \cdot CDH1(t) \cdot \text{resc} \cdot k_4chk1 \cdot CHK1(t) + \frac{M(t)}{\text{resc}} \cdot CYCB(t) \cdot \text{resc}
\]

New parameters:

- cd1 – active p53-dependent inactivation of cyclin B-Cdk1 complex (through transcriptional regulation of p21) [5]
- cd2 – active Chk1-dependent inactivation of cyclin B-Cdk1 complex (through phosphorylation and inactivation of Cdc25) [2]
- cd3 – active Chk2-dependent inactivation of cyclin B-Cdk1 complex (through phosphorylation and inactivation of Cdc25) [2]
• k4chk1 — active Chk1-mediated degradation of Cdh1 [9]

• resc — scaling factor for cell cycle

The output of the model is the levels of total concentration and active forms of p53, Chk1, Chk2 what determines the cell fate. According to Kracikova et al. report [7], cell fate depends on the level of active p53. Two threshold values for p53 are distinguished: lower, which causes cell cycle arrest (naturally present in the model, as an effect of lesions occurrence) and higher responsible for activation of apoptotic pathway. If p53 level is above this threshold, p53 induces apoptosis through cooperation with Bax protein. We determined this threshold as equal $2.1 \cdot 10^5$ by simulation analysis of model behaviour. If p53 level is continuously elevated above this value for more than 6 hours, we consider this state as apoptotic for more than half of population. We do not take into account further levels of p53 or level of damage, because due to the degradation of cell components both levels might be increased.

The developed model is a general attempt to mapping the interaction between the paths of SSB detection and cell cycle and it is not designed for any particular cell line.

3 Results

Panel 2B shows normal functioning cell cycle. Cell division occurs when level of cyclin B drops under the threshold of 255800 molecules. Cell cycle is controlled by detection module through active p53-dependent [5], Chk1-dependent and Chk2-dependent cyclin B deactivation. A very important role is played also by Chk1-dependent Cdh1 inactivation [9], which gives the cell time to repair its damage.

3.1 Spotaneous damage formation

In our model, we implemented replication stress. It is the basal damage level which continuously stimulates ATR-p53 pathway (fig. 2A). Most of ssDNA fragments are detected during S phase when genetic material is replicated. It results in elevated p53 level during this period and increased susceptibility to the damage (fig. 2E and 2F).

3.2 Correlation between cell cycle phase and susceptibility to the damage

We performed simulation analysis, to examine how the cell cycle phase influences DNA damage detection and repair. For this purpose, we simulated cell treatment with dose of 18 J/m$^2$, which we considered as apoptosis threshold in our previous work [6]. We observed that number of lesions and also repair time strictly depends on cell cycle phase.

The least damages occur in G1 phase (fig. 2C and 2D) when cell is condensed, has only one copy of the coiled genome and reaction rates are fast because of small cell volume (there is the biggest probability of molecules meeting). The cell cycle length was only changed slightly.

In S phase, when genetic material is replicated, probability of lesions arising increases significantly (fig. 2E). Unwinded, prepared for replication DNA is more lesion prone. Also repair time is extended. As mentioned above, during S phase of cell cycle occurs the additional replication stress which is normal phenomenon occurring in the course of replication. Cell cycle progression is being arrested, until all genetic material is repaired. According to Fingar et al. [10], growth of the cell mass is independent of cell division — even when cell cycle is arrested, the mass of the cell is still increasing (fig. 2F).

During G2 phase of cell cycle, when genetic material is replicated, cell is preparing for mitosis and size of the cell is almost doubled. It implicates decreased reaction speeds and biggest likelihood of the damage. However, DNA lesions are still repaired because with an increase of cell size, number of repair complexes is also grow-
ing (fig. 2G). In this case, long-term cell cycle arrest prevents cell before entry to the mitotic division (fig. 2H).

![Graphs and diagrams showing cell cycle stages and irradiation impact](image)

**Figure 2:** Impact of irradiation on cells in various stages of cell cycle. A-B cell cycle without irradiation, with considered spontaneous damage during S phase: level of damage, active ATR and active p53 protein (A), core of the cell cycle (B); C-J irradiation with dose of 18 J/m² in various phases of cell cycle: level of damage and active p53 protein (left panel), core of the cell cycle (right panel). The mass of the cell was rescaled to the order of magnitude of proteins involved in cell cycle regulation and does not reflect the real mass of the cell.

Irradiation during mitotic division destabilizes functioning of all cellular components. Lesions are repaired very slowly and active p53 is elevated continuously during the long period of time (fig. 2I). DNA damage is too extensive to be repaired. Cell do not pass the correct division (fig. 2J). As mentioned before, when the p53 level in the cell is elevated above given threshold for at least 6h, the cell is considered as apoptotic so the future mass growth in the fig. 2J is irrelevant.
4 Conclusion

Cell cycle regulation is a complicated mechanism still not clearly understood. Mathematical models like the model presented in this work might serve to broaden our knowledge about cellular interactions without costly and long lasting biological experiments.

Our results obtained using the deterministic model indicate that ATR module DNA damage response is strictly correlated with cell cycle phase. Moreover interactions between cell cycle and detection module may serve as potential anticancer therapeutic target.

In the future we plan to investigate the response of heterogeneous population of cells to irradiation. We will measure fractions of apoptotic cells to recreate conditions in the in vitro culture. We also plan to perform biological experiments which will give us necessary models parameters and verification data for our models.
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Abstract. Network modular structure is a pressing challenge to gain great power in biological discovery from omics data. Most clustering algorithms seek to achieve this objective through node classification by means of node-related topological or quantitative properties. However, so doing, they disregard the additional richness which is now possible to introduce by edge weights whose information content is augmenting due to fast-evolving technical advances of omics profilings. Here, we present WG-Cluster (Weighted Graph CLUSTERing), a novel technique for network modular structure reconstruction which, compared to other techniques, exploits network edge weights to improve network clustering efficiency and biological interpretability. Additional distinctive features include the assessment of statistical significance for detected modules, and the identification of emerging topological properties in reconstructed modules. WG-Cluster can be applied to direct and indirect networks and scales up to large omics data sets.

1 Scientific Background

Cellular interconnectivity is daunting with 86,771 protein isoforms, 1,000 metabolites and and an incrementally number of newly discovered functional non-coding RNAs. Consequently, a network formalization of cellular processes and subsequent reconstruction of its modular organization is a pressing necessity. Network-based approaches provide insight from the molecular interrogation of many types of interactions, including but not limiting to protein-protein, protein-DNA or protein-RNA interactions.

A rich collection of algorithms has been introduced for module detection in weighted networks, which vary in the choices of weights assignments to nodes and/or edges, final objectives of module detection and consequently in procedural steps [1]. Major limitations of most clustering methods include the high computational cost and the inefficiency in exploiting the knowledge on edge weight, which in fact can encode biologically relevant information.

Here, we present a new algorithm for module reconstruction, implemented by the WG-Cluster (Weighted Graph CLUSTERing) tool, which leverages information on both node and edge weights to efficiently provide statistically significant modules. To ensure this result, WG-Cluster integrates an edge-based unsupervised k-means network clustering upfront a fast-greedy algorithm to identify modules. The initial detection of sub-graphs of similar edge weights lends a gain in efficiency, and computing an entropy score on the modules extracted from each sub-graph allows for a network-based estimate of modules statistical significance. Finally, a convolution analysis of sub-graph mean weight and module entropy returns a general overview of module reconstruction results which is meant to inform downstream analysis. Figures 1 and 2 present the WG-Cluster workflow and GUI screenshots.
Figure 1: **WG-Cluster workflow.** The complexity of modules for estimating the optimal number of sub-graphs and for running the Lloyd’s K-means is linear in the number of edges $NE$ and number of iterations; the complexity for detecting connected components is $O(V (\log V)^2)$, where $V$ is the number of vertices.

2 Materials and Methods

The WG-Cluster algorithm is implemented in R (http://www.r-project.org) and takes as input network edges in Simple Interaction File (SIF Cytoscape) format and node weights in tabular format (node, weight). The algorithm sequentially executes four computational modules. First it estimates the optimal number of clusters (sub-graphs) that split up the graph. Then it executes a Lloyd’s K-means clustering ([2]) of the edge weights to detect sub-graphs with edges of similar weights. Fast-greedy modularity optimization procedure finds (if any) the connected components in each sub-graph. Finally, an entropy score is computed for each connected component and it is used as a measure of the statistical significance of the component.

Computational modules of WG-Cluster are now described in detail. Hereafter, we will denote with $V$ the number of vertices and with $NE$ the number of edges in the input graph.

2.1 Detection of sub-graphs

The number of optimal sub-graphs which partition the input graph is estimated by minimizing the total within-clusters sum of squares (WCSS) obtained with a K-means
procedure. For a set of edge weights \( w = (w_1, w_2, \ldots, w_E) \), K-means clustering tries to find a set of \( K \) cluster centers \( S = (S_1, S_2, \ldots, S_K) \) that is a solution to the minimization problem:

\[
WCSS = \sum_{i=1}^{K} \sum_{w \in S_i} ||w - \mu_i||^2
\]

where \( \mu_i \) is the mean of the edge weights \( w \) in sub-graph \( S_i \).

An elbow in the curve interpolating the points \( \langle n_{\text{sub-graphs}}, \text{WCSS} \rangle \) suggests the appropriate number of sub-graphs \( n_{\text{optimal}} \). \( n_{\text{optimal}} \) is estimated as the minimum value of \( n_{\text{clusters}} \) at which the first derivative of \( \text{WCSS} \) w.r.t. \( n_{\text{sub-graphs}} \) is null within a tolerance \( 0 < \epsilon \ll 1 \), i.e. \( \left| \frac{d \text{WCSS}}{dn_{\text{sub-graphs}}} \right| \leq \epsilon \). The first derivative of the curve \( \langle n_{\text{sub-graphs}}, \text{WCSS} \rangle \) is calculated by the Stineman algorithm [3]. The problem of \( \text{WCSS} \) minimization is known to be NP-hard. Furthermore, if the input data do not have a strong clustering structure, the procedure may not converge. For this reason, WG-Cluster adopts the Lloyd’s algorithm whose complexity is linear in the number of edges and number of sub-graphs, and is recommended in case of data poorly clustered ([2]).

2.2 Detection and selection of connected components

Each sub-graph \( S_i (i = 1, \ldots, K) \) returned by the K-means clustering is decomposed into connected components \( C^{(i)}_l \) (with \( l = 1, 2, \ldots, L_i \), where \( L_i \) is the number of connected components in sub-graph \( S_i \)) via a fast-greedy optimization procedure ([4]). The entropy of each connected component is calculated as follows:

\[
E_{C^{(i)}_l} = - \sum_{j=1}^{N(C^{(i)}_l)} P_j \frac{\log_2 P_j}{d_j}
\]

where \( N(C^{(i)}_l) \) is the number of nodes in the connected component \( C^{(i)}_l \), \( P_j \) is the fold change of the expression level (from normal to tumor condition) of gene \( j \) (normalized between 0 and 1) and \( d_j \) is the sum of the weights of the edges adjacent to the node representing gene \( j \) (known as node strength). Denoting with \( D^{(j)} \) the number of nodes directly connected to node \( j \), \( d_j \) is thus defined as \( d_j = \sum_{h=1}^{D^{(j)}} w_{jh} \), where \( w_{jh} \) is the edge weight between the node \( j \) and its directly connected node \( h \).

The entropy is used as a measure of significance of the connected components. In order to establish a threshold on the significance, for each connected component \( C^{(i)}_l \), an ensemble of 100 random connected components with the same degree distribution of the reference connected component \( C^{(i)}_l \) is generated. A connected component is considered significant, and retained, if its entropy value is more than three standard deviations from the mean entropy of the corresponding ensemble of random connected components. Let denote with \( \{C^{(i')}_l\} \), where \( i' \in \{1, 2, \ldots, K'\} \) with \( L_i' \leq L_i \), and \( i' \in \{1, 2, \ldots, K'\} \) with \( K' \leq K \).

Since sub-graph mean weight and connected component entropy are complementarily informative, both of them are employed to classify statistically significant connected components. The convolution of the entropy of selected connected components \( E_{\text{selected}} \) with the mean edge weight \( MW \) of the sub-graph to which they belong is performed, as follows:

\[
C_B = E_{\text{selected}}[h] * MW[h] = \sum_q E_{\text{selected}}[q] \cdot MW[q-h]
\]

where \( E_{\text{selected}} = \{E_{C^{(i')}_l}\} \) is the vector of the entropies of the significant connected components, and \( MW = \{(1/NE^{(i')}) \sum_{l=1}^{NE^{(i')}} w_l\} \) is the mean edge weight of the sub-
graph to which they belong. The convolution in Eq. (2) calculates the area overlap (thus similarity) between the probability distributions of the entropy and of the mean edge weight as a function of the amount by which one of the distribution is translated. The frequency spectrum of the convolution offers a flexible way to classify connected components. Indeed, a summarizing view of the network organization can be provided by the connected components that have the most frequent value $C^\infty$.

2.3 Clustering validation and performances assessment

To evaluate WG-Cluster solutions, we used standard validation indices, the silhouette index and the maximal R Davies-Bouldin index [7]. Those indices do not rely on benchmarking graphs but compare intra-cluster similarity and inter-cluster similarity based on the rationale that a well performing clustering algorithm should return compact and distinct clusters. Silhouette index close to 1 and maximal R Davies-Bouldin index close to 0 (Figure 3) support the high quality of the clustering. Furthermore, we evaluated WG-Cluster performances to process Erdos-Renyi random graphs of 500 nodes and an increasing number of edges in terms of user CPU and system CPU running times. Compared to state-of-the-art approaches, WG-Cluster resulted efficient by requiring short running time on huge and complex networks (Figure 4).

Figure 3: Clustering validation indices. Distribution of silhouette and maximal R Davies-Bouldin index [7] of sub-graphs detected by WG-Cluster for normal and tumor network. Silhouette index close to one and Davies-Bouldin index close to zero indicate the good clustering performances of WG-Cluster.

Figure 4: Running times to cluster random weighted graphs with increasing number of edges. WG-Cluster running time on a random weighted graph of 500 nodes and an increasing number of edges in (A) is compared with that achieved by the edge betweenness graph clustering algorithm ([5]) in (B) and that of InfoMap ([6]) in (C). Each algorithm was utilized in its R implementation on a desktop Windows 8.1 PC with a 3.1 GHz CPU.

3 Results

As a proof-of-principle, we applied WG-Cluster to compare the modular structure of a protein-protein interaction (PPI) network in tumour/normal conditions. PPIs were extracted from the open-access IntAct database (http://www.ebi.ac.uk/intact/) whose PPI scoring system fits into community standards. We contextualized the PPI network in cancer and normal conditions by crossing the IntAct network with The Cancer Genome Atlas (http://cancergenome.nih.gov/) colorectal cancer transcriptome dataset, which provides processed $\log_2$mRNA expression values for 11,589 genes in 19 samples extracted from normal tissues and in 155 samples from tissues affected by cancer. By this operation we constructed two networks (of 18,078 edges) corresponding to the normal and tumour conditions. In each network, node and edge weights were computed as follows. A co-expression score for each gene pair was defined by the Pearsons correlation coefficient of the mRNA levels, either across the normal samples or across the
Figure 5: **Summary of connected components reconstructed in the tumor/normal cases.** (A-B) Barplots displaying the fractions of retained components by the number of standard errors from the mean entropy of the ensemble of random components. (C-D) Convolution density plots. (E-F) Barplots displaying, in each sub-graph, the fraction of components associated with convolution values within the central peaks of the convolution density plots. Sub-graphs are labeled by their mean edge weights.

Figure 6: (A) Network of interactions which were extracted from sub-graphs of extreme mean edge weights and which resulted more intense in the tumor versus normal case. (B) Enrichment analysis in Gene Ontology categories. Y-axis reports the negative log10 algorithm of FDR (Fisher’s exact test).
tumour samples. The product between the IntAct score of a pair of interacting proteins and the co-expression score of the corresponding mRNAs defines the final weight of an edge in a network. The weight of a node in a network was defined by the average mRNA expression, either across the normal samples or across the tumour samples. WG-cluster was then run in parallel to the weighted networks in each condition. The fraction of selected connected components as a function of increasing stringency in the entropy-based assessment of statistical significance was similar in the two conditions (Figure 5A-B). Interestingly, the clustering solutions in the tumor/normal cases pointed at an overall substantially different network (Figure 5C-D). Indeed, the density plot of the convolution between sub-graph mean weight and connected component entropy was neatly peaked in the tumor case, whereas it was spread over a wider range of values in the normal case. To delve into this observation, highly frequent convolution values, belonging to the central peaks of the density plots, were selected and interpreted in terms of corresponding mean weight and entropy. We observed connected components in sub-graphs yielding extreme mean weights (MW ≤ -0.26 or MW ≥ 0.13) in the tumor case but not in the normal case. We therefore focused on the tumor-related sub-graphs yielding extreme mean edge weights and extracted edges from corresponding connected components. We then asked whether those 551 interactions belonged to connected components with highly frequent convolution values also in the normal network. Interestingly, 18% of the interactions resulted to get more intense in the tumor condition with respect to the normal one. Functional enrichment analysis of the genes involved in those interactions (Figure 6A) permitted to prioritize relevant Gene Ontology [8] biological processes (Figure 6B).

4 Conclusion

Network analysis is among the most common tools in systems biology. In this study we presented WG-Cluster which leverages information encoded through network node weights and edge weights to efficiently provide statistically significant modules. Among the main motivations for WG-Cluster development there is the pressing need to ground network clustering solutions on both node and edge weights, considering the fast improvements in the annotation not only of the entities of a system but also of their interactions. Furthermore, since technological advances now permit to address the dynamics of a biological system, for instance along time or across conditions, the development of differential network analysis is crucial. Due to its flexibility, WG-Cluster can be applied also in those complex scenarios.
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Abstract. Deep learning neural networks are capable to extract significant features from raw data, and to use these features for classification tasks. In this work we present a deep learning neural network for DNA sequence classification based on spectral sequence representation. The framework is tested on a dataset of 3000 16S genes and compared to the GRNN that we tested outperform the Support Vector Machine classification algorithm.

1 Scientific Background

Classification tasks are strongly based on the features that represent the objects to classify. In order to build a good representation it is necessary to recognize and measure meaningful detail of the object, but in some cases it is quite difficult to understand which features use, and this affects the performances of the classification model.

Recently neural deep learning architectures or deep learning models, were proved to be able to extract useful features from input patterns. These architecture are mainly used in image processing and are capable to identify objects on natural images.

The term “deep” refers intuitively to the number of layers that are used in these networks, and, more precisely, is related to the path from an input node to the output node in the network (considering the network as a directed graph) [3].

Among the deep learning architecture it is usually comprised the LeNet-5 network, or convolutional network, a neural network that is inspired by the visual system’s structure [1]. This network was used for character recognition in the original paper, and for image processing [2] and speech detection [4].

The main drawback of the deep learning methods is that it is still impossible to reuse the knowledge acquired by the network; deep networks are still black boxes and it is complicated to correct wrong answers or understand the reasons of a good one. As proved in [11] it is possible to build artificial images with no recognizable objects in it, but classified with high confidence in specific categories, as “chair” or “lion”, by a deep neural network.

The application of these techniques to gene classification requires a fixed dimension representation of the sequences like the spectral representation based on \(k\)-mers occurrences. This representation was used for sequence classification in many works [7, 8]. In particular in our work [8] is noticed that some \(k\)-mers are much more important than the other for sequence representation, this means that in the representing vectors there are details that should be taken into account. This observation resembles the problem of feature extraction from image and this idea is at the core of the present work.

In this work we want to understand if the convolutional network is capable to identify and to use these features for sequence classification, outperforming the classifier proposed in the past.
2 Materials and Methods

2.1 Convolutional Neural Network

The Convolutional Neural Networks (CNN) are made by a very large number of connections and layers. The one used in this work is a modified version of the LeNet-5 network introduced by LeCun et al. in [1] and is implemented using the python Theano package for deep learning [5, 6].

The LeNet-5 is a network made by two lower layers of convolutional and max-pooling processing elements, followed by two “traditional” fully connected Multi Layer Perceptron (MLP) processing layers, so that there are 6 processing layers.

The convolutional layers calculate $L$ 1-D convolutions between the kernel vectors $w_l$, of size $2n+1$, and the input signal $x$:

$$q_l(i) = \sum_{u=-n}^{n} w_l(u)x(i-u)$$  \hspace{1cm} (1)

In eq. 1 $q_l(i)$ is the component $i$ of the $l$-th output vector and $w_l(u)$ is the component $u$ of the $l$-th kernel vector. After a bias term $b_l$ is added and a non-linear function is applied:

$$h_l(i) = \tanh(q_l(i) + b_l)$$  \hspace{1cm} (2)

The vector $h_l$ is the output of the convolutional layer. The max-pooling is a non-linear down-sampling layer. In these processing layers the input vector is partitioned into a set of non-overlapping regions (of 2 elements in this implementation) and, for each sub-region, the maximum value is considered as output. This processing layer reduces the complexity for the higher layers and operates a sort of translational invariance. Convolution and max-pooling are usually considered together and are represented in Fig.1 as two highly connected blocks.

In the proposed architecture the first convolutional layer has $L = 10$ filters of 5 elements ($n = 2$), followed by a max-pooling layer of dimension 2, while the second layer has $L = 20$ filters of the same dimension, and the same max-pooling layer.

The two upper level layers corresponds to a traditional fully-connected MLP: the first layer of the MLP operates on the total number of output from the lower level (the output is flattened to a 1-D vector) and the total number hidden units is 500. The output layer has one unit for each class.

Figure 1: The architecture of the network used.

2.2 Spectral Representation

The spectral representation has been successfully used in many bioinformatics works [7, 8], in facts, as demonstrated by [9], each biological species has a proper modal spectrum, that can distinguish it from the others. Given a fixed value $k$, a spectral representation is a vector of size $4^k$. Its components are computed by counting the
occurrences of small DNA snippets of length $k$, called $k$-mers, which are extracted from the genomic sequences by means of a sliding window, with step = 1 and length = $k$. In case of $k$-mers containing one or more undefined nucleotides, for example the “N” character, they are discarded. Since the CNN is able to discover and exploit those $k$-mers representing distinctive features, we adopt the so called “bag-of-words” model, which does not take into account the position of kmers in the original sequence. This procedure is summarized in Figure 2. The main computational advantages of using this representation are: (1) to obtain a fixed-size vector representation of genomic sequences and (2) to take into account only distinctive $k$-mers.

2.3 Dataset of 16S sequences

The 16S rRNA sequences have been downloaded from the RDP Ribosomal Database Project II repository [10], release 10.27. We randomly selected 1000 sequences from each of the three most common bacteria phyla, Actinobacteria, Firmicutes, Proteobacteria, collecting in total 3000 sequences. All the sequences have length greater than 1200 bp, are classified as type strain, i.e. they are the best representative of their own species, and are certified as “of good quality” by the RDP database.

3 Results

Experimental tests have been carried out using the algorithm and the dataset described in Section 2. Two kinds of experiments have been made. In the first case, using a ten fold cross validation scheme, the prediction performances of the CNN have been tested at each taxonomic rank (from phylum to genus) and considering full length sequences. In the second case, the ten-fold cross validation scheme was repeated considering as test set the sequence fragments of shorter size, 500 bp long, obtained randomly extracting 500 consecutive nucleotides from the original full length sequences. This way, we wanted to asses if the network is able to correctly predict the taxonomic rank of the test sequences even if they also contain only a small part (500 bp) of the original information content. In our experiments, we set the k-mers size to $k = 5$, as done in other works adopting the spectral representation [7, 8]. The CNN has been run considering two different kernels sizes: kernel$_0$ = kernel$_1$ = 5 in the first run; kernel$_0$ = 25, kernel$_1$ = 15 in the second run. From here on, the first kernels configuration will be named kern$_1$, whereas the second one will be named kern$_2$. In both configurations the training phase has been run for 200 epochs.

Classification scores, in terms of accuracy, precision and recall, have been compared with another classifier, based on the General Regression Neural Network (GRNN) algorithm, presented in our previous work [8]. The GRNN is a one-pass training neural network, usually adopted for regression purposes, that we adapted for the classification of barcode sequences of animal species, taking into account the COI gene. Moreover we developed three different versions of the GRNN, each one implementing a different distance model: euclidean distance, city-block (Manhattan) distance, Jaccard distance. We compared the CNN classifier with the classification approach based on GRNN algorithm
because in our previous work [8] we demonstrated that the GRNN outperformed one of the most used classification algorithm, that is the Support Vector Machine (SVM), for the classification of barcode and mini-barcode sequences.

In our experiments, the CNN network with \textit{kern}_1 configuration always provided better results with respect to the CNN with \textit{kern}_2 configuration. For this reason, in the following we will only discuss the results obtained with \textit{kern}_1 configuration.

All the classification scores have been summarized in the charts of Figures 3, 4, 5. Considering the full length sequences, it is evident that our approach based on the CNN network, with \textit{kern}_1 configuration, reaches almost identical scores, with variance lesser than 1\%, with regards with the GRNN classifiers based on the euclidean and the city block distance models. Otherwise the GRNN with Jaccard distance model produced lower results.

Classification scores considering 500 bp sequences showed very interesting results. Our CNN approach, with \textit{kern}_1 configuration, clearly outperforms all the other classifiers in terms of accuracy at all taxonomic levels. Only at genus level, accuracy score does not reach the 50\%; this behaviour can be explained considering the great number of different genera (393) of the dataset. With regards to the precision chart (Figure 4), the CNN with \textit{kern}_1 configuration outperforms the other classifiers at phylum and class level; while at order, family and genus level the GRNN with city block distance model reached better results. This behaviour is, however, balanced if we look at the recall scores (Figure 5). There once again the CNN with \textit{kern}_1 configuration always reaches the highest scores, demonstrating that our approach has a better true positive rate, that is the percentage of retrieving correctly classified samples.
Figure 4: Precision scores for full length sequences (upper chart) and 500 bp sequences (lower chart).

4 Conclusion

These first experiments confirms that the approach is worth of attention and future work. There are at least two things that need much more investigations: the surprisingly not so good recall results with full length sequences, compared with the 500 bp, that carry much less information and more noise, and the precision results.

It is also strange that a network with a larger kernels is not able to give better results, and we plan to investigate also this problem is future works.
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Figure 5: Recall scores for full length sequences (upper chart) and 500 bp sequences (lower chart).
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Abstract In this paper, we discuss the concept of Reproducible Research and its importance to produce transparent and high quality scientific papers. In particular, we illustrate the advantages that both paper authors and readers can receive from the adoption of Reproducible Research and we discuss a strategy to develop computational tools supporting such a feature. We present a novel version of RNASeqGUI, a user friendly computational tool capable to handle and analyse RNA-Seq data. This tool exploits Reproducible Research feature to produce RNA-Seq analyses easy to read, inspect, understand, study, reproduce and modify. Overall, this paper is a proof of concept on how it is possible to develop complex and interactive tools in the spirit of Reproducible Research.

1 Introduction

In order to assess and verify the results of scientific publications, it is fundamental to inspect and reproduce the entire analysis carried out by the authors. Unfortunately, the way by which the analysis is described does not facilitate the reproducibility of results. In the recent years, the issue of reproducibility [1, 2, 3, 4, 5, 6] has been emerging as a crucial aspect also in Medicine and Genetics. The implementation of this feature requires a lot of attention and the utmost effort from the researchers that have to keep track of all steps performed. However, if a paper is published in reproducible spirit, a reader, starting from the same data and following all the steps described as a “computational protocol”, will be able to obtain the same results presented in that paper. Therefore, Reproducible Research is a fundamental feature that gives the possibility to have deep insight into an analysis, to verify the authenticity of results (eventually to find out bugs and mistakes) and to improve knowledge transfer. Overall, it contributes to publish high quality Science work.

Nevertheless, the analyses of Next Generation Sequencing data are usually quite complex and require the use of several different tools and pipelines. Moreover, several preliminary steps (e.g. filtering, normalization, rounding) are often performed before processing the data to obtain meaningful results. Usually, those types of analyses are long and time-consuming and often require to carefully choose the appropriate methods and parameters to handle a specific case. Therefore, it is very difficult to keep track of all these details without using automatic procedures that exploit all the advantages of literate statistical programming and version control. Moreover, Next Generation Sequencing analyses are computationally expensive and have to handle very large data sets (e.g. files of sequences or alignments that are usually many gigabytes large). Thus, the implementation of tools and pipelines have to take into account both reproducibility and time/memory consuming issues.
In the recent years, many different tools (e.g. filehash, ReportingTools, cacher) have been built to help developers to incorporate the Reproducible Research feature inside their software for different programming languages, including R. However, the use of such instruments as a routinely way for the implementation of software dedicated to NGS data analysis is still vary little unexplored.

For this reason, we present a novel version of our software, called RNASeqGUI [8], that combines Reproducible Research and management of big data sets. RNASeqGUI is a open-source software dedicated to the analysis of RNA-Seq data.

The rest of the paper is organized as follows: In Section 2, we discuss how the Reproducible Research feature has been incorporated in RNASeqGUI. In Section 3, we discuss about the general features of this software, its structure and functionalities. In Section 4, we discuss the conclusions.

2 Methods

Graphical user interfaces are usually very easy to use and do not require a specific knowledge of a programming language. By means of “point and click” approach, a non-expert user can run complex and personalised analyses on the dataset of interest. However, the price to be paid for this flexibility is the difficulty of keeping track of all actions performed while using these kind of tools.

In order to solve this issue, we incorporated the Reproducible Research feature inside RNASeqGUI. As a result, all actions and steps are automatically recorded by our software and can be automatically re-executed when needed.

The strategy we adopted is the following one. During the usage of RNASeqGUI, all lines of code that RNASeqGUI executes after clicking on a particular button are written in a R markdown file that is automatically saved. The file can be compiled, re-executed, and showed to the user in the form of an HTML report whenever he wants. Therefore, not only does RNASeqGUI provide an open source code, but also all those lines, that have been actually executed during an analysis process, are clearly reported in a self-contained way, called chunks of code. These constitute complete and independent units of code that can be run independently in an R console without the need to install RNASeqGUI. A reader just needs to install R and Bioconductor (not RNASeqGUI) and by copying & pasting the code chunks of interest contained in the report he can reproduced the same analysis carried out by a RNASeqGUI user.

In this way, some reader does not need to read the entire code of some execution but just the specific chunks of code that have been used during a particular step of the analysis. Therefore, the report contains all the information about the lines of code that have been used by RNASeqGUI plus all the initialization parameters and the input and output data. Such a report can be considered as a full detailed log file, written in human readable and friendly format usable as a supplementary material, containing executable code along with all initializations and printed results (plots, tables, arrays etc.). Moreover, each chunk of code inside the report can be run independently to obtain the results shown in that report.

Using this simple implementation, each time a the report is generated all chunks of code are re-executed. However, full re-execution might be very time consuming both for the authors and for readers since the amount of data involved in a RNA-Seq study can be very large. Moreover, a potential reader might not have the resources to run all the analyses. This problem is solve by a method, called caching [7]. Caching is a strategy that allows to store data into several objects in order to retrieve these data in a faster and secure way. This prevents the re-computation of time consuming chunks of code during the generation of the report by saving some intermediate results into several objects that are called during the re-creation of the report file. The user does not need to perform any step to store the code chunks and intermediate results. Both data storage and chunk
generation are automatically executed. Therefore, caching makes available all the intermediate results that can be checked separately and can be used as starting points for different analyses. As a consequence, the implementation of caching - that works automatically inside RNASeqGUI - allows the user to run in a more efficient way different types of analyses on the same dataset and to easily modify an analysis while still preserving reproducibility. By combining Reproducible Research tools and caching in RNASeqGUI, we allow a better management of the entire data analysis and an automatic way to keep track of the computational protocol used for analysing a specific dataset.

3 RNASeqGUI

![Figure 1: Sections of RNASeqGUI main interface. A user must create a project by choosing a project name and by clicking on Create a New Project button.](image)

RNASeqGUI is implemented in R and requires the RGTK2 graphical library [9] to run, it is completely open source and freely downloadable from http://bioinfo.na.iac.cnr.it/RNASeqGUI/. This GUI is built to identify differentially expressed genes from RNA-Seq experiments and to support the interpretation of the results. It includes several well known RNA-Seq tools, available as command line in Bioconductor. This software, thanks to the R markdown language, is capable to automatically generate a dynamic report describing all the analysis carried out on a given project in a fully detailed way. The report includes all R code chunks used during the analysis, the figures and the summary of the results. These chunks can be executed and results are updated automatically whether some changes occur. It also includes all versions of the R packages used (session info), all steps, input/output parameters, file names, etc., and it can be exported as HTML file.
The current release of RNASeqGUI [8] is divided into seven main sections (see Figure 1). Each section is dedicated to a particular step of the data analysis process. Since the first version of the software, we have deeply increased both the number of sections and the number (and variety) of functionalities within each section. In the current release, the first section covers the exploration of the bam files. The second concerns the counting process of the mapped reads against a genes annotation file. The third focuses on the exploration of count-data, on the normalization procedures and on the filtering process. The fourth is about the identification of the differentially expressed genes that can be performed by several methods. Such a section now includes also the possibility to handle more complex designs. Moreover, all results of the methods for identifying differentially expressed genes can be explored via web thanks to ReportingTools R package [10]. The fifth section regards the inspection of the results produced by these methods and the quantitative comparison among them. The novel six section regards the Gene-Ontology, Gene-Set enrichment and Pathway Analysis. The seventh section focuses on report generation that contains all the chunks of codes that have been executed along with the plots generated during the analysis, and contains the Utility Interface that provides a series of general purpose functions.

4 Conclusions
Reproducible Research is receiving a lot of attention in the recent years. There are several approaches to Reproducible Research. One of these [11] can be achieved through a virtual machine (VM), by giving to a third part user the possibility to download and install it on his own computer in order for him to replicate the incorporated analysis. This method is useful to replicate an entire experiment. Unfortunately, if a user wants to reproduce more than one analysis, probably he needs to configure more than one VM to reproduce all the analyses. On the other hand, RNASeqGUI is interactive. Therefore, it does not have of the problem of setting up a VM machine that can execute one pipeline per time.

In RNASeqGUI, we choose to combine the peculiar features of a graphical user interface with the tools available in Bioconductor for Reproducible Research. Therefore, for each analysis flux (project), RNASeqGUI automatically generate a report that keeps track of all actions executed by the user, plus provides a set of cached objects saved in a database that stores some intermediate results of the analysis.

In this manner, the results (figures, tables, etc.) can be used in a publication and the report can be attached as supporting information data. Moreover, database of cached objects can be shared via the web to allow the possibility to perform the same analysis using the same data.

To conclude, thanks to this report and to the available cached objects database, not only does the user promote the transparency of his own work, but also he allows other readers to execute alternate analysis starting from intermediate results of the original analysis carried out.

Finally, this paper is a proof of concept an how to build computational tools able to handle complex and high dimensional data analysis in the spirit of Reproducible Research.
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Abstract. The number of complete chloroplastic genomes increases day after day, making it possible to rethink plants phylogeny at the biomolecular era. Given a set of close plants sharing in the order of one hundred of core chloroplastic genes, this article focuses on how to extract the largest subset of sequences in order to obtain the most supported species tree. Due to computational complexity, a discrete and distributed Particle Swarm Optimization (DPSO) is proposed. It is finally applied to the core genes of Rosales order.

1 Introduction

Given a set of biomolecular sequences or characters, various well-established approaches have been developed in recent years to deduce their phylogenetic relationship, encompassing distance-based matrices, Bayesian inference, or maximum likelihood [1]. Robustness aspects of the produced trees can be evaluated too, for instance through bootstrap analyses. However the relationship between this robustness, the real accuracy of the phylogenetic tree, and the amount of data used for this reconstruction is not yet completely understood. More precisely, if we consider a set of species reduced to lists of gene sequences, we have an obvious dependence between the chosen subset of sequences and the obtained tree (its topology or robustness). This dependence is usually regarded by the mean of gene trees merged into a phylogenetic network.

This article investigates the converse approach: it starts by the union of whole core genes, and tries to remove the ones that blur the phylogenetic signals. More precisely, the objective is to find the largest part of the genomes that produces a phylogenetic tree as supported as possible, reflecting by doing so the relationship of the largest part of the sequences under consideration. Due to overwhelming number of combinations to investigate, a brute force approach is a nonsense, which explains why heuristics have been considered. The proposal of this research work is thus the application of a Discrete Particle Swarm Optimization (DPSO) that aims at finding the largest subset of core genes producing a phylogenetic tree as supported as possible. A new algorithm has been proposed and applied, in a distributive manner, to investigate the phylogeny of Rosales order.

The remainder of this article is constituted as follows. The DPSO metaheuristic is recalled in the next section. The way to apply it for resolving problematic supports in biomolecular based phylogenies is detailed in Section 3. The proposed methodology is then applied to the particular case of Rosales in Section 4. This article ends by a conclusion section, in which the article is summarized and intended future work is outlined.
2 Discrete Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a stochastic optimization technique developed by Eberhart and Kennedy in 1995 [2]. PSOs have been successfully applied in function optimization, artificial neural network training, and fuzzy system control. In this metaheuristic, particles follow a very simple behavior that is to learn from the success of neighboring individuals. An emergent behavior enables individual swarm members to take benefit from the discoveries or from previous experiences of the other members that have obtained more accurate solutions. In the case of the standard binary PSO model [3], the particle position is a vector of \(N\) parameters that can be set as “yes” or “no”, “true” or “false”, “include” or “not include”, etc. (binary values). A function associates to such kind of vector a real number score according to the optimization problem. The objective is then to define a way to move the particles in the \(N\) dimensional binary search space so that they produce the optimal binary vector w.r.t. the scoring function.

In details, each particle \(i\) is thus represented by a binary vector \(X_i\) (its position). Its length \(N\) corresponds to the dimension of the search space, that is, the number of binary parameters to investigate. An 1 in coordinate \(j\) in this vector means that the associated \(j\)-th parameter is selected. A swarm of \(n\) particles is then a list of \(n\) vectors of positions \((X_1, X_2, \ldots, X_n)\) together with their associated velocities \(V = (V_1, V_2, \ldots, V_n)\), which are \(N\)-dimensional vectors of real numbers between 0 and 1. These latter are initially set randomly. At each iteration, the new velocity is computed as follows:

\[
V_i(t + 1) = w.V_i(t) + \phi_1(P_{i}^{best} - X_i) + \phi_2(P_{g}^{best} - X_i)
\]  

(1)

where \(w\), \(\phi_1\), and \(\phi_2\) are weighted parameters setting the level of each 3 trends for the particle, which are respectively to continue in its adventurous direction, to move in the direction of its own best position \(P_{i}^{best}\), or to follow the gregarious instinct to the global best known solution \(P_{g}^{best}\). Both \(P_{i}^{best}\) and \(P_{g}^{best}\) are computed according to the scoring function.

The new position of the particle is then obtained using the equation below:

\[
X_{ij}(t + 1) = \begin{cases} 
1, & \text{if } r_{ij} \leq Sig(V_{ij}(t + 1)), \\
0, & \text{otherwise,}
\end{cases}
\]  

(2)

where \(r_{ij}\) is a chosen threshold that depends on both the particle \(i\) and the parameter \(j\), while the \(Sig\) function operating as selection criterion is the sigmoid one [3], that is:

\[
Sig(V_{ij}(t)) = \frac{1}{1 + e^{-V_{ij}(t)}}.
\]  

(3)

3 PSO applied to phylogeny

Let us consider, for illustration purpose, a set of chloroplast genomes of Rosales, which has already been analyzed in [4] using a hybrid genetic algorithm and Lasso test approach. We sampled 9 ingroup species and 1 outgroup (Mollissima), see Table 1 for details, which have been annotated using DOGMA [5]. We can then compute the core genome (genes present everywhere), whose size is equal to 82 genes, by using for instance the method described in [6, 7]. After having aligned them using MUSCLE, we can infer a phylogenetic tree with RAxML [1] (for a general presentation on phylogenetic tree construction see, e.g., [8]). If all bootstrap values are larger than 95, then we can reasonably consider that the Rosales phylogeny is resolved, as the largest possible number of genes has led to a very well supported tree.
Table 1: Genomes information of Rosales species under consideration

<table>
<thead>
<tr>
<th>Species</th>
<th>Accession</th>
<th>Seq.length</th>
<th>Family</th>
<th>Genus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiloensis</td>
<td>NC_019601</td>
<td>155603 bp</td>
<td>Rosaceae</td>
<td>Fragaria</td>
</tr>
<tr>
<td>Bracteata</td>
<td>NC_018766</td>
<td>129788 bp</td>
<td>Rosaceae</td>
<td>Fragaria</td>
</tr>
<tr>
<td>Vesca</td>
<td>NC_015206</td>
<td>155691 bp</td>
<td>Rosaceae</td>
<td>Fragaria</td>
</tr>
<tr>
<td>Virginiana</td>
<td>NC_019602</td>
<td>155621 bp</td>
<td>Rosaceae</td>
<td>Fragaria</td>
</tr>
<tr>
<td>Kansuensis</td>
<td>NC_023956</td>
<td>157736 bp</td>
<td>Rosaceae</td>
<td>Prunus</td>
</tr>
<tr>
<td>Persica</td>
<td>NC_014697</td>
<td>157790 bp</td>
<td>Rosaceae</td>
<td>Prunus</td>
</tr>
<tr>
<td>Pyrifolia</td>
<td>NC_015996</td>
<td>159922 bp</td>
<td>Rosaceae</td>
<td>Pyrus</td>
</tr>
<tr>
<td>Rupicola</td>
<td>NC_016921</td>
<td>156612 bp</td>
<td>Rosaceae</td>
<td>Pentactina</td>
</tr>
<tr>
<td>Indica</td>
<td>NC_008359</td>
<td>158484 bp</td>
<td>Moraceae</td>
<td>Morus</td>
</tr>
<tr>
<td>Mollissima</td>
<td>NC_014674</td>
<td>160799 bp</td>
<td>Fagaceae</td>
<td>Castanea</td>
</tr>
</tbody>
</table>

In case where some branches are not well supported, we can wonder whether a few genes can be incriminated in this lack of support, for a large variety of reasons encompassing homoplasy, stochastic errors, undetected paralogy, incomplete lineage sorting, horizontal gene transfers, or even hybridization. If so, we face an optimization problem: *to find the most supported tree using the largest subset of core genes*. Obviously, a brute force approach investigating all possible combinations of genes is intractable ($2^N$ phylogenetic trees for $N$ core genes, with $N = 82$ for Rosales).

More precisely, genes of the core genome are supposed to be lexicographically ordered. Each subset $s$ of the core genome is thus associated with a unique binary word $w$ of length $n$: for each $i$, $1 \leq i \leq n$, $w_i$ is 1 if the $i$-th core gene is in $s$ and 0 otherwise. Any $n$-length binary word $w$ can be associated with its percentage $p$ of 1’s and the lowest bootstrap $b$ of the phylogenetic tree we obtain when considering the subset of genes associated to $w$. Each word $w$ is thus associated with a fitness score value $b + p$.

Let us be back in the PSO context. The search space is then $\{0, 1\}^N$. Each node of this $N$-cube is associated with the set of following data: its subset of core genes, the deduced phylogenetic tree, its lowest bootstrap $b$ and the percentage $p$ of considered core genes, and, finally, the score $b + p$. Notice that two close nodes of the $N$-cube have two close percentages of core genes. We thus have to construct two phylogenies based on close sequences, leading to a high probability to the same topology with close bootstrap. In other words, the score remains essentially unchanged when moving from a node to one of its neighbors. It allows to find optimal solutions using approaches like PSO.

Initially, the $L$ (set to 10 in our experiments) particles are randomly distributed among all the vertices (binary words) of the $N$-cube that have a large percentage of 1. The objective is then to move these particles in the cube, hoping that they will converge to an optimal node. At each iteration, the particle velocity is updated according to the fitness and its best position. It is influenced by constant weight factors according to Equation (1). In this one, we have set $c_1 = 1$, $c_2 = 1$, while $r_1$, $r_2$ are random numbers between (0.1, 0.5), and $w$ is the inertia weight. This latter determines the contribution rate of a particle’s previous velocity to its velocity at the current time step. To increase the number of included components in a particle, we reduced the interval of Equation (2) to [0.1, 0.5]. For instance, if the velocity $V_i$ of an element is equal to 0.511545 and $r = 0.83$, then $\text{Sig}(0.51) = 0.62$. So $r > \text{Sig}(V_i)$ and this will lead to 0 in the vector elements of the particle. By minimizing the interval we increase the probability of having $r < \text{Sig}(V_i)$, and this will lead to more 1s, which means more included elements in the particle. A large inertia weight facilitates a global search while a small inertia weight tends more to a local
Algorithm 1: PSO algorithm

\[ \text{population} \leftarrow 10, \ maxiter \leftarrow 10 \]
\[ \text{for each particle in population do} \]
\[ \text{particle}[\text{position}] \leftarrow [\text{randint}(0,1) \text{ for each gene in core genome}] \]
\[ \text{particle}[\text{velocity}] \leftarrow [\text{rand}(0,1) \text{ for each gene in core genome}] \]
\[ \text{particle}[\text{score}] \leftarrow 0 \]
\[ \text{particle}[\text{best}] \leftarrow \text{Empty list} \]
\[ \text{end for} \]
\[ \text{while } \text{fitness} < b + p \text{ and iter } < \text{Maxiter do} \]
\[ \text{for each particle in population do} \]
\[ \text{Calculate } \text{new}_-\text{fitness} \]
\[ \text{if } \text{new}_-\text{fitness} > \text{fitness} \text{ then} \]
\[ \text{particle}[\text{score}] \leftarrow \text{new}_-\text{fitness} \]
\[ \text{particle}[\text{best}] \leftarrow \text{particle}[\text{position}] \]
\[ \text{end if} \]
\[ \text{end for} \]
\[ \text{fitness} \leftarrow \text{max}(\text{particle}[\text{score}]) \]
\[ \text{Gbest} \leftarrow \text{position}[\text{Max}(\text{Particle}[\text{score}] \text{in population})] \]
\[ \text{for each particle in population do} \]
\[ \text{Calculate particle velocity according to Equation (1)} \]
\[ \text{Update particle position according to Equations (3) and (2)} \]
\[ \text{end for} \]
\[ \text{end while} \]

investigation [9]. A larger value of \( w \) facilitates a complete exploration, whereas small values promote exploitation of areas. This is why Eberhart and Shi suggested to decrease \( w \) over time, typically from 0.9 to 0.4, thereby gradually changing from exploration to exploitation. Finally, each particle position is updated according to Equation (2), see Algorithm 1 for further details. In this algorithm, the particle is defined by its position (a binary word) in the cube together with its velocity (a real vector).

4 Experimental results and discussions

We have implemented the proposed DPSO algorithm on the Mésocentre de calculs supercomputer facilities of the University of Franche-Comté. Investigated Rosales species are listed in Table 1. 10 swarms having a variable number of particles have been launched 10 times, with \( c_1 = 1, c_2 = 1 \), and \( w \) linearly decreasing from 0.9 to 0.4. Obtained results are summarized in Table 2 that contains, for each 10 runs of each 10 swarms: the number of removed genes and the minimum bootstrap of the best tree. Remark that some bootstraps are not so far from the intended ones (larger than 95), whereas the number of removed genes are in average larger than what we desired.

7 topologies have been obtained after either convergence or \text{maxIter} iterations. Only 3 of them have occurred a representative number of time, namely the Topologies 0, 2, and 4, which are depicted in Figure 2 (see details in Table 3). These three topologies are almost well supported, except in a few branches. We can notice that the differences in these topologies are based on the sister relationship of two species named Fragaria vesca and Fragaria bracteata, and of the relation between Pentactina rupicola and Pyrus pyrifolia. Due to its larger score and number of occurrences, we tend to select Topology 0 as the best representative of the Rosale phylogeny.

To further validate this choice, consel [10] software has been used on per site
Table 2: Best tree in each swarm

<table>
<thead>
<tr>
<th>Swarm</th>
<th>Removed genes</th>
<th>((p + b)/2)</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>75.5</td>
<td>73</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>75.5</td>
<td>76</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>75</td>
<td>88</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
<td>59.5</td>
<td>89</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>75.5</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>77.5</td>
<td>92</td>
</tr>
<tr>
<td>7</td>
<td>47</td>
<td>63.5</td>
<td>92</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>73.5</td>
<td>74</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>72.5</td>
<td>73</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>76.5</td>
<td>84</td>
</tr>
</tbody>
</table>

Table 3: **Best topologies obtained from the generated trees.** b is the lowest bootstrap of the best tree having this topology, while p is the number of considered genes to obtain this tree.

Table 3: **Best topologies obtained from the generated trees.** b is the lowest bootstrap of the best tree having this topology, while p is the number of considered genes to obtain this tree.

Likelihoods of each best tree obtained using RAxML [1]. Consel ranks the trees after having computed the p-values of various well-known statistical tests, like the so-called approximately unbiased (au), Kishino-Hasegawa (kh), Shimodaira-Hasegawa (sh), and Weighted Shimodaira-Hasegawa (wsh) tests. Obtained results are provided in Table 4, they confirm the selection of Topology 0 as the tree reflecting the best the Rosales phylogeny.

![Figure 1: Average fitness of Rosales order](image)

![Figure 2: The best obtained topologies for Rosales order](image)
5 Conclusion

A discrete particle swarm optimization algorithm has been proposed in this article, which focuses on the problem to extract the largest subset of core sequences with a view to obtain the most supported phylogenetic tree. This heuristic approach has then been applied to the 82 core genes of the Rosales order.

Table 4: Consel results regarding best trees

<table>
<thead>
<tr>
<th>Rank</th>
<th>item</th>
<th>obs</th>
<th>au</th>
<th>np</th>
<th>bp</th>
<th>pp</th>
<th>kh</th>
<th>sh</th>
<th>wkh</th>
<th>wsh</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-1.4</td>
<td>0.774</td>
<td>0.436</td>
<td>0.433</td>
<td>0.768</td>
<td>0.728</td>
<td>0.89</td>
<td>0.672</td>
<td>0.907</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1.4</td>
<td>0.267</td>
<td>0.255</td>
<td>0.249</td>
<td>0.194</td>
<td>0.272</td>
<td>0.525</td>
<td>0.272</td>
<td>0.439</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0.364</td>
<td>0.312</td>
<td>0.317</td>
<td>0.037</td>
<td>0.328</td>
<td>0.389</td>
<td>0.328</td>
<td>0.383</td>
</tr>
</tbody>
</table>
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Abstract. We present VoxSurf, a voxel-based tool for protein surface calculation, which can produce discrete representations of molecules at very high resolutions. The procedure can calculate the three main molecular surfaces, namely van der Waals, Solvent-Accessible and Solvent-Excluded, at high resolutions, by employing compact data-structures and implementing a spatial slicing protocol. Fast Solvent-Excluded surface generation is achieved by adopting an approximate Euclidean Distance Transform algorithm. The algorithm exploits the geometrical relationship between the Solvent Excluded and the Solvent Accessible surfaces, and limits the calculation of the distance map values to a small subset of the overall voxels representing the macromolecule. A parallelization scheme for the slicing procedure is also proposed and discussed.

1 Scientific Background

Different representations of the molecular surface can capture diverse aspects of the three-dimensional geometry of proteins and macromolecules in general. Currently, the most used methodologies are: the van der Waals surface (vdW), the Solvent-Accessible surface (SAS) and the Solvent-Excluded surface (SES) or Connolly surface. Protein surface calculations from given three-dimensional structures have been used extensively in modern molecular biology studies, and different methods to compute the three macromolecular surfaces have been proposed [1, 2, 3].

Among the explicit representations, the voxelized ones (also known as dot-surface or grid-based representations) are the most simple, and yet widely appreciated for their accuracy and applicability in various contexts. A voxel is the tiniest distinguishable element of a 3D object. It represents a single data point on a regularly spaced 3D grid, and can be thought as the three-dimensional equivalent of a pixel. Voxels can contain multiple scalar values (vector data) and have been extensively used for visualization and analysis of scientific and medical data.

Voxelized protein surfaces are currently being employed in descriptor-based protein docking and protein shape comparison. Kihara et al. propose protein docking, shape comparison and interface identification methods based on 3D Zernike descriptors (3DZD) [4], which are calculated over circular surface patches of voxelized macromolecular surfaces. In [5], dot-surfaces are used in the development of an invariant descriptor for the characterization of protein surfaces, suitable for various analysis tasks, such as protein functional classification or search and retrieval of protein surfaces over a large database. Invariant surface fingerprints have been introduced in [6] in order to compare local protein surface similarities rapidly and efficiently. The creations of these fingerprints employs a dot-surface representation of the molecular surface. Grid representations of protein surfaces have also been used in cavity detection, binding-pockets identification and evaluation techniques [7].

Although macromolecular structural data repositories, i.e. Protein Data Bank (PDB) [8], have long been available, they provide only limited surface representations, primarily aimed for visual purposes. Computing surface representations is still an application-
dependent task, resulting in different methodologies and parametrizations according to user requirements. Typically, protein surfaces have to be computed on the fly, adding high computational cost to the final application. To the extent of our knowledge, there are no tools available which can produce voxelized surface representations of macromolecules starting from their structural data (PDB files). Thus, the idea of developing a specific tool for the computation of voxelized macromolecular surfaces at arbitrary resolutions, starting from the macromolecular structure data derived from X-ray diffraction and NMR studies. By employing compact data-structures for the 3D grid representation, and implementing a spatial slicing strategy, this tool can calculate the three main molecular surfaces at very high resolutions with very little memory usage.

2 Materials and Methods

The first step of the proposed methodology consists in reading the three-dimensional representation of a macromolecule from its corresponding Protein Data Bank entry. The atomic coordinates of each atom composing the macromolecule are extracted and stored in a dedicated data-structure. The algorithm calculates the axis-aligned bounding-box enclosing the whole molecule by determining the minimal and maximal coordinates of each of the atoms in the molecule.

Given a desired grid resolution parameter, the dimensions of the voxel grid which will contain the molecule, are calculated. All atomic coordinates previously imported are translated, scaled and quantized to the new coordinate system defined by the voxel grid: each atom center is mapped in its corresponding voxel in the voxel grid.

By implementing a space-filling algorithm, all voxels surrounding a given atom center, are marked as occupied by that atom if their distance from its center is less or equal to the corresponding atomic radius. After all the atoms composing the macromolecule have been mapped into the grid, we obtain a voxelized representation of what is known as CPK model (also known as calotte model or space-filling model).

To obtain the van der Waals or the Solvent Accessible surfaces, we extract the surface voxels from the voxelized representation of the CPK volumetric model of the macromolecule. The Solvent Excluded surface is trickier to calculate because it includes the re-entrant surface portions. We have implemented a method based on the Euclidean Distance Transform (EDT) algorithm for surface smoothing.

The resulting voxelized surface is exported in an output file. We have chosen the Point Cloud Data file format of the Point Cloud Library (PCL), because of its simplicity, compactness and compatibility with different scientific visualization programs.

2.1 Macromolecular Surfaces

In the CPK volumetric model a molecule is represented as a set of spheres that can overlap, each one having a radius equal to the van der Waals radius of the atom it represents. For proteins and other macromolecules it is clear that the most of their van der Waals surface is buried in the inside of the molecules and is not accessible to the solvent or possible ligands. Thus the need to define the Solvent Accessible and the Solvent Excluded surfaces.

The Solvent Accessible surface (SAS) is defined as the geometric locus of the center of a probe sphere (representing the solvent molecule) as it rolls over the van der Waals surface of the molecule. The Solvent Excluded surface (SES) (or molecular surface or Connolly surface) is defined as the locus of the inward-facing probe sphere as it rolls over the van der Waals surface of the molecule. This surface can be considered as a continuous sheet consisting of two parts: the contact surface and the re-entrant surface. The contact surface is part of the van der Waals surface that is accessible to a probe sphere. The re-entrant surface is the inward-facing surface of the probe when it touches two or more atoms. There is a clear relation between the SAS and the SES, as the
Solvent Accessible surface is displaced outward from the Solvent Excluded one by a distance equal to the probe radius (figure 1).

Figure 1: The three main molecular surfaces: van der Waals (green), Solvent Accessible (dashed/black) and Solvent Excluded (blue).

Macromolecules can have solvent-excluded cavities and voids, which might generate spurious surfaces inside the real molecular surface. To overcome this issue we have implemented a simple three-dimensional flood-fill algorithm, which “colors” the solvent-accessible voxels, starting from one of the eight vertices of the voxel grid.

2.2 The Euclidean Distance Transform Method

The Solvent Excluded surface computation is based on the Euclidean Distance Transform (EDT). The employment of the Euclidean Distance Transform for macromolecular surface computation was first introduced in [9]. A distance transform (also known as distance map or distance field), is a derived representation of a digital image (usually a binary image). Distance maps are images where the value of each voxel of the foreground is the distance to the nearest voxel (pixel) of the background.

Let the SAS be the set of all background voxels, and let us consider the EDT of the voxel grid $EDT(SAS)$. Because the Solvent Accessible surface is displaced outward from the Solvent Excluded one by a distance equal to the probe radius, it is clear that the SES can be obtained from the $EDT(SAS)$ by extracting all the voxels inside the Solvent Accessible volume with a distance map value equal to the probe radius.

Distance map values need to be calculated only for voxels inside the Solvent Accessible volume within one probe-sphere radius from surface voxels. This is achieved by the proposed implementation of the EDT calculation algorithm (based on the Region Growing method proposed in [10]) which uses masks like the Chamfer DT ($3 \times 3 \times 3$ and $5 \times 5 \times 5$ masks) and scans voxels by increasing distance value. This is implemented with a data-structure called Hierarchical Queues (HQ), made of a collection of FIFO queues, where in-going elements may enter any of the queues while outgoing elements are taken from the non-empty queue with the smallest label. The queue labeled $i$ in the HQ contains the voxels for which $i$ is the square of the distance to their nearest boundary voxel. For each voxel in the HQ, its location and nearest boundary voxel are stored, and, a map data-structure is also created in order to store the squared distances for each voxel. Varying the number of queues in the HQ, distance map values can be calculated only for the minimum necessary number of voxels required for the Solvent Excluded surface computation.

2.3 The slicing procedure

To enable the computation of high resolution surfaces in spite of memory limitations we have developed a slicing protocol for the macromolecule. The molecule is sliced in a user-defined number of parts, and the surface is calculated separately for each part, in
a sequential fashion. The slicing is done with planes perpendicular to the x-axis of the Cartesian coordinate system, as specified by the PDB (figure 2a).

Atom coordinates parsed from the PDB file are translated, scaled and quantized to the coordinate system defined by each slice. For each slice, we subtract the slice-length to the x coordinate of the translation vector $k - 1$ times, where $k$ is the current slice index ($k = 1, 2, \ldots, n$). The space filling procedure is performed for each slice separately, also taking into account any portions of atoms intersecting the slice whose centers might be located outside the current slice.

The correct determination of the distance map value for a given voxel requires knowledge of all boundary voxels within one probe sphere distance from the given voxel. Voxels in the immediate proximity of the slice borders require knowledge regarding the nearby boundary voxels in the adjacent slices in order to correctly calculate their distance map values. For this reason some extra margin on the $x$ coordinate must be considered for each slice in order for the surface computation to yield correct results and it must be greater than the scaled and quantized probe-sphere radius.

Pockets and solvent-excluded cavities running through two or more slices must be distinguished from each other. The algorithm extracts all surface voxels belonging to potential pockets from each slice and stores them in an apposite data-structure. For each pair of adjacent slices, the border voxels of the candidate pockets are matched against their neighbors on the other slice. A candidate pocket is solvent-accessible if its border voxels have free neighbors on the adjacent slice. Otherwise, if its border voxels are matched with the border voxels of another candidate pocket on the adjacent slice, the current pocket remains undetermined as it could run through two or more slices in length. A back and forth scan of all adjacent slices is necessary before clearing the voxels of undetermined pockets, as they will surely be solvent-excluded (figure 2b).

![Surface calculation with 5 slices](image1.png) ![Slice 3 with correctly detected pocket voxels (in red)](image2.png)

Figure 2: SES of 4EYL (3501 ATOM entries), calculated with 5 slices, 1.4 Å probe-radius, $10^3$ voxels per Å³ resolution.

2.4 Parallelization

The macromolecular surface calculation protocol with slicing introduced in the previous sections suggests an immediate parallelization scheme. The surface calculation for each slice can be executed nearly-independently from the others, as process synchronization and communication is required only for the pocket-detection and extraction procedure, in order to correctly identify pockets spanning between two or more slices.
3 Results

We have run different tests of an MPI-based implementation of the parallel algorithm on an IBM PowerP770 Server with 6 IBM Power7 CPU’s and 640Gb of RAM, running SUSE Linux Enterprise 11, and experimentally determined the speedup values for different input molecules at various resolutions, while calculating the three molecular surfaces.

3.1 Workload distribution

To obtain the best results in terms of speedup, the slicing procedure should guarantee a uniform distribution of the workload between processes. A uniform distribution of the number of atoms per slice (i.e. variable-length slices) yields better speedup values than employing a constant slice length value, as the workload is split more evenly.

3.2 Experimental Speedup

The experimental speedup values that follow were calculated on the average execution time of different tests. The same configuration (PDB entry, desired molecular surface, resolution, probe radius, number of CPUs) has been executed 100 times, and the speedup was derived from the average computation time of these runs. We progressively increased the number of processors (from 1 to 64 CPUs) and evaluated the mean computation time for each configuration.

For a given PDB entry, tests have shown that the computation of the three molecular surfaces, at the same resolution, yields different speedup values for each surface (figures 3a and 3b).

![Graph](a) vdW and SE surface computation speedup for 1GZX at 1000 voxels per \( \text{\AA}^3 \).

![Graph](b) vdW and SA surface computation speedup for 2AEB at 1000 voxels per \( \text{\AA}^3 \).

Figure 3: Speedup values for 1GZX (T state haemoglobin - 4387 ATOM records) and 2AEB (human arginase I - 9568 ATOM records).

The vdW surface computation has a higher speedup. The CPK model creation takes most of the computation time in the vdW surface computation, which mainly depends on the number of atoms per slice. On the other hand, in the SES computation, the space-filling algorithm used in the solvent excluded cavity detection is the most time consuming task, which mainly depends on the size of the slice. The vdW surface computation also has no cavity detection step, and thus, no processes synchronization is needed.

The overall speedup is affected by the constant margin introduced in each slice during the SES computation. At some point, while increasing the number of processors
(increasing number of slices), the margin size will eventually become comparable to the effective size of the slice, thus vanishing the benefits of further parallelization.

4 Conclusion

We have effectively developed a tool which can produce voxelized macromolecular surfaces at very high resolutions, even when faced with limited memory availability. For instance, the calculation of the surface for 1GZX at a resolution of 9000 voxels per Å³ and while dividing the molecule in 10 slices, needs nearly 5GB of RAM, against the 2.6GB used while dividing the molecule in 20 slices (tests were made on a desktop computer with an Intel®Core™ i7 860 CPU and 8GB of RAM (4×2GB DDR3-1333 banks) running Ubuntu 13.10 x64), which is an easily affordable amount of memory nowadays in desktop computers. By tuning the resolution and number-of-slices parameters various memory utilization rates can be achieved, depending on the users’ needs.

Our parallel implementation introduces advantages in terms of the overall speedup, however the uniform distribution of atoms per slice may not necessarily yield a balanced workload between processes. On the other hand, the constant slice margin represents the main limitation to this parallelization scheme as it introduces constant overhead regardless of the slice size. These issues are left for future work.

Linux binaries and test results are available at: http://www.dei.unipd.it/~daberdak/VoxSurf

4.1 Future directions

We plan to employ the proposed tool in a bioinformatics laboratory context for in silico experimentations that require on the fly computation of molecular surfaces.
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Abstract. Mass spectrometry is a well-known technology used for the analysis of compounds in pure as well as in mixture form, and widely applied in large-scale studies as in the case of proteomics. Mass spectrum is a typical result, that is, a profile composed of an intensity value for each mass/charge value. In the case of large-scale analyses, raw mass spectra comparisons are difficult, as a consequence of different drawback typologies: data defects, unusual distributions, underlying disturbs and noise, bad data calibration. A bunch of data elaborations is essential, from data processing to feature extraction, in order to obtain a list of peaks from different mass spectra. In this work, a workflow has been developed to process raw mass spectra and compare the new tidy ones with the aim of defining a robust procedure, suitable for real applications and reusable for different kind of studies. Different similarity measures have been used for comparison purposes, in order to verify similarity among replicates and differences among analyzed samples. A case study is shown with the application of the processing method to data obtained from the analysis of different fish genera.

1 Scientific Background

Proteomics is a scientific discipline, involved in the study of large-scale datasets obtained from the analysis of entire protein mixtures (from the structure to the function), produced and modified by an organism, a tissue or a biological system. Along with other “omics” disciplines, it has a fundamental role in biomedical research, as identifying proteins linked with a physiological state and making a comparison with a pathological state (compared to a control). Mass spectrometry is an analytical technology, commonly used in proteomics and metabolomics, which performs analyses of proteins, peptides and metabolites: the basics are the possibility of splitting an ion mixture and the capability of discriminating the ions by their mass/charge value. This technology gives the benefit of getting large amounts of data in a short time and with a high-resolution, accuracy and sensitivity of molecular mass measurements. The most common data representation is a mass spectrum, an indented profile where mass/charge value is in the abscissa and the intensity is in the ordinate. The intensity is usually shown in percentage, in relationship with the tallest (base) peak. The comparison of mass spectra data is a common task in proteomics, in order to detect signals that can represent a signature of each group. The comparison can be performed among replicates from the same sample or, more interestingly, among different sample groups.
2 Materials and Methods

Data and tools
Mass spectra used to set up the procedure have been obtained from the analysis of protein extracts of fish muscle by MALDI-TOF-MS, as previously described in [1]. In particular, mass spectra have been chosen from eight different kinds of fish: four from the same genus (*Diplodus vulgaris*, *Diplodus sargus*, *Diplodus puntazzo*, *Diplodus annularis*), four from other genera (*Pagellus erythrinus*, *Lophius piscatorius*, *Trachurus trachurus*, *Auxis thazard*). Each fish has been represented by six mass spectra, three replicates for two samples. The work has been performed in *R* environment, mainly using three packages: *MALDIquant*, *MALDIquantForeign* [2] and *OrgMassSpecR* [3].

Data Processing
The workflow of our mass spectrometry data analysis is shown in Fig.1. The software related to the bio-spectrometry workstation supplies a data matrix, where the first column represents the m/z values (or m/z value, or mass) and the second one represents their intensity; a header is also present, with the information about the id number and the base (tallest) peak for each experiment. Metadata from header have been stored by means of regular expressions, mass spectrum data have been extracted from a .txt file and transformed in a special object for a simpler access. This object is constituted by class type, number and range of m/z values, range of intensity values, memory usage and mass spectrum name (if available). After raw data storage, two prearranged controls have been verified: if the mass spectrum is empty and if the distances between two consecutive mass points are equal or monotonically increasing.

Fig.1 Mass spectrum data analysis workflow.

Mass Spectra Transformation
Due to specific features of MALDI-TOF-MS [4], peak intensity values could vary between different measurements on the same substance or sample. Hence, a strengthened normalization is compulsory for comparing several mass spectra from the same sample and different
experiments. Global and local transformations have been performed on mass spectra: one for a normalization on each entire mass spectrum, one for a normalization on different parts of the mass spectrum. In particular:

a) **variance stabilization**, in order to shift the data for a better graphical result and to avoid a dependency between variance and mean, for example, using a square root transformation;
b) **smoothing**, in order to reduce noise coming from artefacts or other underlying disturbs and, consequently, to improve the signal-to-noise ratio, for example, using the Savitsky-Golay filter;
c) **baseline correction**, in order to control the amplification of chemical noise in the low mass range, for example, using the Statistics-sensitive Non-linear Iterative Peak-clipping (SNIP) algorithm;
d) **normalization**, in order to preserve the proportionality between the intensity of different peaks of the mass spectrum, for example, using Total Ion Current (TIC) method, the most common normalization technique for MALDI-TOF data.

**Peak Extraction**

The set of the most important peaks from a mass spectrum represents a simpler fingerprint for the sample. At first, an alignment procedure is required to obtain a preliminary correspondence between the highest peaks from mass spectrum replicates and to preserve an average mass spectrum, useful for following comparison purposes. Local Weighted Scatterplot Smoothing (LOWESS) technique has been chosen as warping algorithm for the alignment, because phase errors need a correction due to their non-additive nature: it is different from other regression method (linear, polynomial), because it is applied on data subsets, with better performances in extracting local variability of data. After having estimated an overall noise on the mass spectra, peaks have been locally detected with the Median Absolute Deviation (MAD) method: a priori knowledge of mass spectra can help in selecting a suitable window size for data subsets and signal-to-noise ratio. Peak extraction shows that mass values are very similar, but not the same. A binning step has been executed, thus only one abscissa value represents the sets of aligned peaks from each mass spectrum.

**Validation Analysis**

Feature matrix can be useful for further statistical analysis: missing values have been interpolated from all the mass spectra and only the peaks over a selected frequency threshold have been kept. It is possible that only one interval of m/z values can be characteristic for a sample, thus a zoom on the mass spectrum or on the peaks can be more descriptive than the entire dataset. Moreover, numerical and graphical analyses of different mass spectra from the same sample have been performed. A good similarity measure is the cosine correlation, also called dot product, which considers two lists of peaks as vectors, and the cosine of the angle establishes how much they are similar. [5,6]. Cosine correlation has been calculated with OrgMassSpecR package, and a head-to-tail plot between a reference and a target mass spectrum has been shown for a visual comparison about peaks and a consequent mass spectrum discrimination. Because of the strict relationship between Pearson’s correlation and cosine correlation [7], it is possible:
a) to extract a dissimilarity measurement (similar to Pearson’s distance) and to create a distance matrix among the mass spectra, for studying their clusterization;

b) to provide a statistical validation on cosine correlation, using a t-Student’s test with a significance level of 0.95.

3 Results

Starting from raw or partially processed mass spectra, it is possible to obtain a refined one with a smoothed trend, a low level of noise and evident peaks, which characterize the chosen dataset. In Fig. 2, five replicate mass spectra from D. puntazzo have been assembled together, in order to get a clear profile for this sample. The peaks have been marked with a cross: 249 intensity values have been recognized as peaks after the processing, approximately 1.4% of the total mass spectrum length, and ten of them are the highest, over a threshold of 25% of intensity. Thus, three m/z regions in this average mass spectrum include the most intense peaks: the first region around 4000, the second around 6000, the third around 12000, and they can be assumed as identifiers.

![Figure 2](image-url)  
**Fig. 2** Average mass spectrum extracted by five mass spectra from D. puntazzo samples. Crosses show all the detected peaks, numbers highlight the most important ten of them (more than 25% of intensity).

Two comparisons have been performed over the average mass spectrum, as shown in Fig. 3. After randomly choosing a mass spectrum from D. puntazzo to make a comparison and using the others to construct the average mass spectrum, head-to-tail graph shows that sample mass spectrum is very similar (taking in account the peaks) to the average one. Moreover, a quantitative measurement assures a similarity of 83.8%, thus, as expected, it is possible to say that sample mass spectrum is coherent with the average one. At the same time, the average mass
spectrum can be used for performing a control over a mass spectrum extracted from a different dataset. The external control has been made with an *A. thazard* mass spectrum: both graphical effect - different peak profile - and cosine correlation calculation - a similarity of 64.3% - reveal that the new mass spectrum is not coherent with the average one. In Fig.4, dataset dendrogram, built from the distance matrix, has been shown. Each fish genus has a well-defined cluster, under a threshold of 0.2. The only exception is recognizable on the fourth-fifth cluster, where *D. vulgaris* and *D. annularis* are clustered together. This result could be expected: these two fish, with same genus and different species, are not so easy to distinguish, that is, their mass spectra must be studied more in detail. Furthermore, *T. trachurus* is by the side of the *Diplodus genus*, very far from the other genera in term of mass spectrum similarity.

![Head-to-tail plots with spectrum similarity values.](image1)

**Fig. 3** Head-to-tail plots with spectrum similarity values. Left: plot between *D. puntazzo* average mass spectrum peaks (upper) and *D. puntazzo* sample mass spectrum peaks (lower). Right: plot between *D. puntazzo* average mass spectrum peaks (upper) and *A. thazard* sample mass spectrum peaks (lower).

![Dataset dendrogram, in which the code represents fish_sample_replicate. Legend for fish: 01 D. vulgaris, 02 D. sargus, 03 D. puntazzo, 04 D. annularis, 05 P. erythrinus, 06 L. piscatorius, 07 T. trachurus, 08 A. thazard.](image2)

**Fig. 4** Dataset dendrogram, in which the code represents fish_sample_replicate. Legend for fish: 01 *D. vulgaris*, 02 *D. sargus*, 03 *D. puntazzo*, 04 *D. annularis*, 05 *P. erythrinus*, 06 *L. piscatorius*, 07 *T. trachurus*, 08 *A. thazard*. 
4 Conclusion

The proposed workflow starts from importing raw mass spectra data and it ends with analyzing and comparing tidy mass spectra data: intermediate steps concern mass spectra and peak processing. Peak extraction allows to implement a comparison between an average mass spectrum and a sample one, in order to perform a comparison and determine if the sample mass spectrum is graphically coherent with the average one, as shown in the first example, or not, as shown in the second one. Similarity measure (cosine correlation) and Pearson’s distance quantify the difference among mass spectra. Possible future applications of this work include the creation of a tool for sample identification, on the basis of comparison to reference datasets, as already performed in the case of bacteria identification through the analysis of intact cells by MALDI-TOF [8], or for sample classification, especially useful in biomedical application, for instance to classify pathological or non-pathological samples [9].
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**Abstract**

Inhibition of chymase from herbal nutraceuticals is expected to reveal therapeutic approaches for the treatment of atherosclerosis disease, and fibrotic disorders. Ethno-pharmacology based chymase inhibitors search have better potential to provide a novel idea for herbal drug discovery. X-ray crystallographic protein data file of chymase in complex with different inhibitors were used to generate structure–based pharmacophore models. Two ligand–based pharmacophore models were developed from experimentally known inhibitors. The pharmacophore models were generated with the predefined feature types considered: hydrogen bond acceptor (HBA), hydrogen bond donor (HBD), hydrophobic (HY), negative ionizable (NI), positive ionizable (PI), ring aromatic (RA). The structure-based pharmacophore models of chymase (PDB code: 1T32) with predefined features were tested for herbal nutraceutical compounds screening against ZINCPharmaer online tool and afterwards, we validated pharmacophore models with Discovery Studio. The 4 pharmacophores models were used for screening of herbal nutraceutical databases, We also studied the chymase and its inhibitors by analyzing its identified pharmacophore features and the key amino acids Lys40, His57, Lys192, Phe191, Val146, Ser218, Gly216 and Ser195, Gly193, Ser214 and Ser195, which play a major role in chymase inhibition activity. Our study suggests that ethno-pharmacology based multiple pharmacophore approach is useful in determining structurally herbal nutraceutical diverse hits, which may fit to all possible bioactive conformations present in the active site of chymase enzyme. The scheme used in the current study could be appropriate to discover drugs for other enzymes as well.

**Scientific background**

Chymase enzyme (EC 3.4.21.39) belongs to hydrolase class, catalyzes the hydrolysis of peptide bonds and it is abundant in secretory granules of mast cells. Chymase is the considerable extravascular source of vasoactive angiotensin II (Ang-II), which is formed very readily through the hydrolysis of the Phe8–His9 bond of angiotensin I (Ang-I) [1]. Chymase is gathered in mast cells in a passive form and it is released as an active enzyme when mast cells are excited by injury or inflammation. Chymase shows enzymatic activity instantly after its release into the interstitial tissues at pH 7.4, following various stimuli in tissues (Figure 1). As chymase has no enzymatic activity in normal tissues, but its inhibitors shows non-toxic/safe features, specific chymase inhibitors may not have effects on any other target in normal tissues [2].

The epidemic of cardiovascular disease is a global phenomenon. One particular demonstration of cardiovascular diseases, heart failure (HF), is perilously increasing in regularity. A link between heart failure and chymase has been proved, and there is an enthusiasm to develop a specific chymase inhibitor as a new therapeutic treatment for the disease [3]. The quantity of cardiac mast cells is remarkably increased in patients with heart failure, and cardiac chymase may play an important role in the improvement of several cardiovascular diseases [4].
Figure 1. Active role of human mast cell chymase in cardiovascular diseases. Chymase shows enzymatic activity immediately after its release into the interstitial tissues at pH 7.4 following various stimuli in tissues. It catalyzes the conversion of angiotensin I (Ang-I) to angiotensin II (Ang-II) in vascular stimulated tissues. Chymase also converts precursors of transforming growth factor-β (TGF-β) and matrix metalloproteinase (MMP)-9 to their active forms, thus facilitating vascular response to injury. Both TGF-β and MMP-9 are involved in tissue inflammation and fibrosis, resulting in organ impairment.

The use of herbal drugs and formulations has always been an integral part of different ailments treatment in many communities across the world. The earliest recorded evidence of their use in Indian, Greek and Roman texts dates back to about 5000 years. Many plants with potential therapeutic activity were first widely used as herbal nutraceutical medicines with negligible undesired effects [5].

The objective of our ethno-pharmacology based study is to search for Chymase enzyme novel inhibitors from different herbal nutraceuticals, by computational screening and docking validation. Excellent candidates have then been selected for testing the hypothesis over in vitro and in vivo model experiments. Therefore, these molecules will provide a broad therapeutic window, and may become novel potential future drugs for the treatment of Atherosclerosis disease [6]. This approach represents a meeting point between traditional medicine bases and drug screening techniques. The objectives of the work includes:

- Identification and generation of novel pharmacophore models in chymase enzyme
- Screening and validation of active novel herbal nutraceutical chymase inhibitors from chemical databases for herbal nutraceutical compounds, with reference of plant species in use both in India and Italy

Material and Methods

Work Flow in Figure 1 shows the in silico Ethno-pharmacology aspects we have exploited in our study to identify herbal molecules potentially active in chymase inhibition.
A. Herbal Nutraceutical inhibitors assembly

B. Ethno-pharmacology

C. Inhibition of Chymase

D. Computational Framework

**Figure 2.** A. Herbal nutraceutical assembly chart (top left panel) shows different Indian-Italian herbs with medicinal properties; B. ethno-pharmacology (top right panel) comprising Indian Ancient Ayurveda approach for the selection of herbs and nutraceutical molecules; C. Chymase pharmacophore model (bottom left panel) used for tracing its inhibitors from herbal nutraceutical molecules; D. Computational framework (bottom right panel) showing the pipeline of the work.

Crystal structures of chymase complexed to ligands were obtained from the Protein Data Bank [7] (PDB codes 2HVX and 1T32) and used for development of structure-based pharmacophore models.
The Receptor-Ligand Pharmacophore Generation protocol of Accelrys Discovery Studio v3.0, Accelrys, San Diego, USA, was used to perform this task with default parameters. This protocol generates selective pharmacophore models based on receptor-ligand interactions.

First, a set of features from the bound ligand was identified. With this method, we studied and developed both ligand-based and structure-based pharmacophore models on chymase inhibition, which were used for employing the virtual screening from chemical database for tracing herbal nutraceutical inhibitors (Figure 2). However, structure-based pharmacophore methodology involves generation of pharmacophore models directly from complex crystal structures and it is more reliable because it imposes the necessary constraints required for interaction and selectivity. The protein-ligand interactions and active site residues were studied by Discovery studio.

The structure-based pharmacophore models of 1T32 with predefined features were tested for herbal nutraceutical compounds (A special subset of Zinc database includes 1,434,178 natural product and 1,93,269 natural product derivatives) screening against ZINCPharmer online tool [8] and the binding mode of the compounds inside chymase enzyme was investigated by rigid protein docking using AutoDock version 4.2. and setting up the system with ADT 1.5.6 software.

**Results**

In this study, two different 3D structures of chymase (1T32 and 2HVX) bound with two ligands were selected as input [9, 10] for structure-based pharmacophore generation. Results are shown in Figure 3. The following predefined feature types are considered: hydrogen bond acceptor (HBA), hydrogen bond donor (HBD), hydrophobic (HY), negative ionizable (NI), positive ionizable (PI), ring aromatic (RA).

![Figure 3. A. Chymase crystal structure (PDB ID: 2HVX), B. Chymase crystal structure (PDB ID: 1T32). Both structures shows active ligand interaction inside chymase. These ligand bound conformations were used for Receptor-ligand pharmacophore generation. Zoomed view clearly shows the arrangement of residues at the active site.](image)

Chymase and its ligand interaction (Figure 4A,B) shows that pharmacophore features of the models were directed towards key amino acids like Lys192, Gly193, and Ser214 and Ser195, which play a major role in chymase inhibition activity [10].

We have performed the validation of pharmacophore models with Discovery Studio and found 39 features (HB_ACCEPTOR: 20, HYDROPHOBIC: 5, NEG_IONIZABLE: 2, RING_AROMATIC: 12) in ligand: 1T32, 6 features match with the receptor-ligand interactions: HHHNNR and 4 pharmacophores generated (Figure 5A) with 4 features (HHNR) and selectivity score value 8, 1653 were predicted.

With the 4 pharmacophore models features (Figure 5A), we performed the pharmacophore screening and found 1,170 hits compounds among total 16,277,447 compounds (from natural products and their derivatives). Afterwards, further filtration screening were done on the basis of...
their features, finally we found 7 potential lead compounds which were used for the rigid protein docking procedure.

Figure 4. Chymase-ligand Interaction in PDB file 2HVX (panel A) and in PDB file 1T32 (panel B).

Figure 5. Pharmacophores models with their features (Panel A) and Autodock Results shows binding of chymase and ZINC12402861 (Panel B).

In molecular docking experiments, we found that several molecules derived from herbal nutraceutical compounds are predicted to tightly bind to the active site of chymase. As an example, we show ZINC12402861 compound (Figure 5B) that is predicted to bind to chymase (the best result shows 15 different conformations in the same cluster and a predicted lowest binding energy of -12.41 kcal/mol). ZINC12402861 interacts with chymase key amino acids Lys40, His57, Lys192, Phe191, Val146, Ser218, Gly216 and Ser195. Moreover, it exhibited better predicted binding energy against chymase with respect to its co-crystallized inhibitor.

Conclusion

An established pharmacophore model from the three-dimensional structure of a target chymase protein illustrates helpful information for predicting protein-ligand interactions and further
advancement of ligand binding affinity. Finding novel and potent chymase inhibitors based on ethno-pharmacology will provide new ideas for drug design. We have utilized both ligand-based and structure-based processes to perform the pharmacophore screening to find herbal nutraceutical molecules from publically available databases. Distinct pharmacophore models generated from chymase crystal structures may show distinct inhibitor binding modes. So, we utilized a distinct features based on multiple pharmacophore model for virtual screening approaches that provides potent hits which was used to utilize various bioactive conformations accessible to fit in the active site of chymase enzyme. After successful validation, all pharmacophore models were employed for the Zinc database screening to reclaim hits with novel herbal nutraceutical chemical scaffolds, and finally we performed the molecular docking and come up with the prediction that some herbal nutraceutical compounds may be better inhibitors than the synthetic compounds already known. We are planning to incorporate surface analysis and molecular dynamics calculations for the investigation of electrostatic characteristics and conformational flexibility of selected herbal compounds.
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Abstract. In this note we evaluate the properties and performance of a censored regression estimator, as presented by different authors in the context of support vector regression. The estimator is based on minimisation of an inequality constrained loss in a linear program formulation. Using a theoretical argument, we conjecture that the estimator is not consistent, and we compare its performance with the Kaplan-Meier estimator on simulated and real data.

1 Scientific Background

Let us consider a sample of pairs \((T_i, C_i) : i = 1, \ldots, n\) with \(T_i - F, T_i\) and \(C_i\) conditionally independent (though in the following we will assume the one-sample case.) Let us also consider the case of right censoring, so what we observe are actually the variables \(Y_i = \min\{T_i, C_i\}\) and \(\delta_i = I(T_i < C_i)\), where \(I(.)\) is the set indicator function. We consider the case of median estimation, and as mentioned before, for simplicity we focus our attention on the one-sample problem. We will denote by \(\theta\) the median to be estimated.

The basic idea behind median (and generally, quantile) regression derives from observing that minimisation of the \(\ell_1\) loss for location estimates results in the median [3]. We denote the residual for the \(i\)-th observation in the uncensored case with \(r_i = T_i - \theta\). The median loss function \(\ell_1\) (see Fig. 1) can then be written:

\[
\rho(r) = r \{ |r| - I(r < 0) \}.
\]

Figure 1: Median loss
Estimation of the median given a sample of observed points leads to minimisation of a piecewise linear empirical risk function:

$$\min_{\theta \in \mathbb{R}} \sum_i \rho(r_i).$$  \hfill (2)

Due to the discontinuous nature of the median loss, a linear programming problem formulation is used in practice, by introducing $2n$ slack variables [3]:

$$\min_{(\theta, u, v) \in \mathbb{R} \times \mathbb{R}^n} \frac{1}{2} \sum_i u_i + \frac{1}{2} \sum_i v_i$$

subject to

$$\theta + u_i - v_i = Y_i, \quad \forall i = 1 \ldots n$$  \hfill (3)

In the censored case, we denote the residual for the $i$-th observation with $r_i = Y_i - \theta$. The loss function proposed in [1, 2] in this case is defined as (see Fig. 2):

$$\rho_i(r) = \delta \rho(r) + \frac{1}{2} (1 - \delta) r I(r > 0).$$  \hfill (4)

Figure 2: Inequality loss (for $\delta = 0$)

Note that this loss when evaluated on censored observations (i.e. when $\delta = 0$ in Eq. 4) is one-sided, and it reaches its minimum zero when $\theta > Y_i = C_i$ (i.e. the residual is negative, resulting in a zero loss.) In this way, estimates larger than the censored observations are “encouraged”.

Similarly to the uncensored case, estimation of the median requires minimisation of a piecewise linear empirical risk function:

$$\min_{\theta \in \mathbb{R}} \sum_i \rho_i(r_i),$$  \hfill (5)

that translates into the following linear programming problem:
\[
\min_{(\theta, u, v) \in \mathbb{R} \times \mathbb{R}^n} \frac{1}{2} \sum_{i} u_i + \frac{1}{2} \sum_{i} v_i \\
\text{s.t.} \quad \theta + u_i - v_i = Y_i, \quad \forall i: \delta_i = 1 \\
\theta + u_i - v_i \geq Y_i, \quad \forall i: \delta_i = 0
\]  

(6)

Note the set of inequality constraints in correspondence to censored observations. The intuition behind this approach is simple: try to estimate the median by taking into account that censored observations provide a lower bound for the “true” unobserved points.

2 Materials and Methods

We will show now how the intuition behind the inequality constraint approach ignores some intrinsic and not readily evident aspects of the censoring process.

First note that in ordinary median regression the contribution of each point to the subgradient condition only depends on the sign of the residuals \( r_i = T_i - \theta \) [3]. So a correct evaluation of the sign of the residuals is fundamental for any estimation procedure to work. Let us consider the two cases of uncensored and censored points.

For uncensored data we can observe both \( Y_i = T_i < C_i \) and \( I(r_i < 0) \); note that in this case the residuals can be either negative or positive.

For censored data, in the case \( \theta < Y_i = C_i \), by the definition of right censoring we have \( T_i > C_i \), hence we can observe \( I(r_i < 0) = 0 \).

However, if \( \theta > Y_i = C_i \) there is an ambiguity: we cannot observe the sign of the residual at all, since we can have either \( \theta > T_i \) or \( \theta \leq T_i \), i.e. the residual can be negative or positive.

In contrast, in the inequality loss formulation in Eq. 4, this case always results in a negative residual. As we will see with simulations, this fact has an impact on the performance of the estimator.

What can we say about a residual when we cannot observe it? We can evaluate the following conditional expectation (with respect to the measure \( F \)):

\[
\mathbb{E}[I(r_i < 0) | T_i > C_i] = \frac{\Pr\{C_i < T_i < \theta\}}{\Pr\{C_i < T_i\}} = \frac{F(\theta) - F(C_i)}{1 - F(C_i)} = \frac{\frac{1}{2} - F(C_i)}{1 - F(C_i)}.
\]

(7)

The above quantity (calculated for \( F(C_i) < \frac{1}{2} \) since we are interested in the median) gives a measure of the “weight” attached to ambiguous observations. This suggests a weighting scheme originally proposed by Efron [4] and adapted by Portnoy [5] to quantile regression. Note that the weights depend on knowledge of the true distribution of the observations, which is usually not available; however, as shown in [5] these can be estimated nonparametrically using the Kaplan-Meier estimator of \( F \). In fact, Kaplan-Meier quantiles can be framed as solutions of a quantile regression problem [6], in which censored observations are correctly weighted according to Eq. 7. The result of Eq. 7 suggests that the inequality loss estimator may not be consistent.

3 Results

In the following sections we report results on simulated and real data.
3.1 Simulations

We performed a series of simulation experiments to compare the finite sample performance of some estimates of the median (denoted by \( \hat{\theta} \)) in a censored one-sample setting.

We assume the distribution of events as standard lognormal with median \( \theta = 1 \), and the censoring distribution as exponential with mean 4. This results in approximately 30% censored observations. We follow the experimental setup in [6]. For each problem instance the estimate was calculated 1000 times and the results averaged. We also report the performance of the (infeasible) sample median (estimated on uncensored data) and the naïve estimator (i.e. the sample median ignoring the censored observations.)

In Tab. 1 we report the bias \( \hat{\theta} - \theta \) of the estimates, and in Tab. 2 the mean squared error of the estimates (scaled to the sample size, to conform to the asymptotic variance calculations [6] and denoted by “n=\( \infty \)” in the last row.)

<table>
<thead>
<tr>
<th>Table 1: Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Median</td>
</tr>
<tr>
<td>(infeasible)</td>
</tr>
<tr>
<td>n=50 0.0138</td>
</tr>
<tr>
<td>n=200 0.00641</td>
</tr>
<tr>
<td>n=500 -0.00159</td>
</tr>
<tr>
<td>n=1000 -0.000160</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Scaled Mean Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Median</td>
</tr>
<tr>
<td>(infeasible)</td>
</tr>
<tr>
<td>n=50 1.674</td>
</tr>
<tr>
<td>n=200 1.780</td>
</tr>
<tr>
<td>n=500 1.565</td>
</tr>
<tr>
<td>n=1000 1.445</td>
</tr>
<tr>
<td>n=( \infty ) 1.571</td>
</tr>
</tbody>
</table>

From the tables we can see that the inequality estimator behaves qualitatively in a similar way as the naïve estimator, in that the bias is roughly constant independently of the sample size; and the scaled MSE increases with sample size (although at a different rate.) We extended the experiment for the inequality loss up to a sample size of 50000. The results support our conjecture that the estimator is not consistent.

<table>
<thead>
<tr>
<th>Table 3: Inequality loss estimator performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
</tr>
<tr>
<td>n=2000 -0.0653</td>
</tr>
<tr>
<td>n=5000 -0.0668</td>
</tr>
<tr>
<td>n=10000 -0.0662</td>
</tr>
<tr>
<td>n=50000 -0.0673</td>
</tr>
</tbody>
</table>
In Fig. 3 we compare the naïve empirical risk and inequality loss-based empirical risk with the true (infeasible) empirical risk.

![Figure 3: Empirical risk functions for lognormal data (median 1) with exponential censoring (mean 4). n=2000](image)

### 3.2 Stanford Heart Transplant data

We assessed the performance of the median estimators on the Stanford Heart Transplant data (available in the R `survival` package as stanford2.) The sample size is 184, with 71 censored observations (38.6% censoring).

In Tab. 4 we report the median estimates of Kaplan-Meier, inequality and naïve estimators. In agreement with the simulation results, the inequality estimator provides a smaller estimate than the Kaplan-Meier one.

<table>
<thead>
<tr>
<th>Median Survival Time (days)</th>
<th>Kaplan-Meier</th>
<th>Inequality loss</th>
<th>Naïve</th>
</tr>
</thead>
<tbody>
<tr>
<td>626</td>
<td>541</td>
<td>138</td>
<td></td>
</tr>
</tbody>
</table>

### 3.3 German Breast Cancer Study Group 2 data

As a further test, we analysed the data from the German Breast Cancer Study Group 2 [7]. The sample size is 686, with 299 censored observations (43.6% censoring).

In Tab. 5 we report the median estimates of Kaplan-Meier, inequality and naïve estimators. Again, in agreement with the previous analysis and the simulation results, the inequality estimator provides a smaller estimate than the Kaplan-Meier one.

<table>
<thead>
<tr>
<th>Median Survival Time (days)</th>
<th>Kaplan-Meier</th>
<th>Inequality loss</th>
<th>Naïve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1806</td>
<td>1352</td>
<td>646</td>
<td></td>
</tr>
</tbody>
</table>
4 Conclusions

In this paper we have shown that a censored regression estimator independently proposed in literature by different authors doesn’t appropriately take into account all the aspects of the censoring phenomenon. Comparison results with the Kaplan-Meier estimator (which is known to be consistent) through simulation and on real data suggest the estimator is not consistent, so discretion should be applied when using it to analyse data.
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**Abstract.** Skeletal muscle represents a very well organized anatomical tissue in animals and its appearance might have predated the divergence of vertebrate and arthropods lineages about 700MYA. This diversified structure is very well visible in Primates where it differentiates according to their life styles and environmental conditions. This study focuses on Pan troglodytes - known as common chimpanzee - which belongs to a genus that is the most closely related to human species by which also shares a high similarity in the DNA composition. Our aim is to test the level of similarity between chimpanzee and human DNA - diversified to a functional phenotypic level to better adapt in different environmental conditions - by collecting skeletal muscle transcriptomic data from ENA (European Nucleotide Archive) database and performing its functional annotation analysis. We developed PrimatesDB, a freely available web resource which contains 30,944 sequences belonging to Pan troglodytes skeletal muscle transcriptomic data and from which it is possible to retrieve all the information related to 12,222 transcripts. **URL:** www-labgtp.na.icar.cnr.it/PrimatesDB

1 **Scientific Background**

Pan troglodytes Blumenbach (common chimpanzee) belongs to the mammalian order Primates of Hominidae family [1]. With Pan paniscus (bonobo), it represents the only living species of genus Pan and it is the most closely related species to humans, sharing the last common ancestor circa 6 millions years ago (MYA) [2] [3] [4]. This is the reason why humans and chimpanzee DNA share at least 98% similarity. Altough common chimpanzees are not model organisms for biomedical human research area, recent advances in study of hepatitis C have shown that they sometimes become the only available source to test vaccines in humans [2]. Research into how the evolution of this primate is influenced by viruses, like HIV-1, which is found in chimpanzee as well, may have important implications in human health advances [3]. Moreover, all the genetic and phenotypic shared information between chimpanzee and humans is critical in order to elucidate the evolutionary scenario giving rise to humans [5]. Here we are approaching the first functional annotation analysis of chimpanzee to date believing that elucidating the localization, the biological and functional characterization of chimpanzee protein profile might be useful to discern the main phenotypic differences we see with humans, and, in general among most of the primates. We are selecting, as a case study, skeletal muscle tissue. Muscles might have evolved independently at least twice in animals from common ancestor contractile cells in sponge-grade organisms [6], once in cnidarians and cnetophores and another time in bilaterian (for example, vertebrates and insects). Specialized forms of skeletal and cardiac muscles predated the divergence of vertebrate/arthropode lineage circa 700 MYA while smooth muscle seemed to be evolved independently to other muscles. Vertebrate muscles are
contractile tissues that actively move body parts and form portions to several internal organs like the heart [7]. We are interested in striated muscles, which make up the skeletal musculature. In vertebrate, muscles are the active partners of bones, which represent their passive support. In primates, muscles are anatomically adapted of their particular life style. Postcranial skeletal is, for example, adapted to a great variety of locomotor, postural and feeding activities and it is not very well specialized, like in other non-primates vertebrate, such as horses and other ungulates or even whales. However, major changes among primates compared to other vertebrate are seen in locomotor morphology [7] being, the first ones more adapted to vertical leaping and clinging. Most nonhuman primates spend at least some time during the day in trees, therefore, grasping when climbing in arboreal environment is an essential component of their life. This is seen in feet and hands muscles morphology. Humans locomotors muscles are, on the other hand, adapted to a vertical postural position with evident changes in the vertebral column, pelvis, legs and feet. Thus, from [5] transcriptomic analysis, we retrieved the assembly database corresponding to the skeletal muscle myoblasts transcripts data (GABE01000001 - GABE01030945) of common chimpanzee stored in ENA. This database contains all the transcripts already assembled by the authors to their genome reference and it does not include any functional annotation. In order to obtain the biological information of the *Pan troglodytes* specific transcriptome, in our lab, we ran it into an existing computational pipeline [8]. This transcriptomic dataset was annotated and stored in *PrimatesDB*, which is a comprehensive web resource - driven on a relational database - with a user-friendly interface built to facilitate the retrieval of its functional annotations and other related integrated information. Currently, *PrimatesDB*, includes around 12,222 transcripts of the gene ontology and functional annotation of common chimpanzee skeletal muscles transcriptome. Moreover, hyperlink services are available for Ensembl and UniProt, so that users can gain diverse insights about the transcripts of interest from these publicly available resources.

2 Materials and Methods

2.1 Transcriptomic data retrieval

Starting from a recent study [5] carried out on *Pan troglodytes* transcriptomic analysis, we downloaded the assembly dataset corresponding to the skeletal muscle myoblasts transcripts data stored in ENA repository. This database contains all the transcripts already assembled by the authors to their genome reference. Unfortunately, this study does not include any gene neither functional annotation. In order to obtain biological information of this muscle specific *Pan troglodytes* transcriptome, we ran it into an existing computational pipeline [8] and carried out our downstream analysis.

2.2 Data Processing

Presently *PrimatesDB* not only accommodates the gene ontological information, but also other available functional annotations about domains, metabolic pathways, as well as, relevant biological information from SwissProt and PIR protein databases with respect to each and every muscle specific *Pan troglodytes* transcript. With the help of *PrimatesDB*, end users can obtain a comprehensive biological information for the differentially expressed transcripts IDs. Some biological information incorporated for each transcript within *PrimatesDB* regards: i. Gene Ontology: controlled vocabularies (ontologies) that describe gene products in terms of their associated biological processes, cellular components and molecular functions in a species-independent manner; ii. Domain annotation: modular structure of the gene product, and evolutionary and molecular functional aspects of the transcripts, annotations for COG-Ontology, InterPro, PFAM and SMART domains are stored; iii. Metabolic pathway annotation: biological pathway information from KEGG, BBID and Panther resources.
2.3 Annotation analysis

Blastx program from locally installed ncbi-blast 2.2.23 stand alone package [10] is used (with threshold e-value 0.001) to identify the best hits for query sequences on locally installed SwissProt and UniProt-trEMBL databases [http://www.uniprot.org/]. The main goal of the first step is to find the similar sequences within SwissProt and UniProt-trEMBL databases for the unannotated query from the user. The output of BlastX run is an alignment file in a tsv format. This latter, using a bash script, is transformed into the protein list, which is the required input file for DAVID and QuickGO web services. Python client source code for DAVID web services employed in our pipeline, retrieves the functional and gene ontology annotation for every single transcript in a query data set. These python scripts take the input protein list file from previous step and utilize DAVID database to obtain information in the form of ChartReport, ClusterReport, TableReport and SummaryReport. For a given query data set, Python source code is implemented with default parameter for DAVID database search to obtain the TableReport obtained through DAVID webservice, it is a gene centric view which lists the genes and their associated functional and gene ontological annotation terms.

2.4 The pipeline

There are several ongoing projects [9] [10] which are useful for storing and for facilitating the information recovery of transcriptomic data without browsing the jungle of online web repositories. We implemented both the PrimatesDB database (DB) and a user-friendly web interface for a simpler content visualization. It is organized in tables with a relational structure containing all the items handled with proper data type, for a better performance of the database with respect to speed and deployment. The Graphical User Interface (GUI) of the web resource has been implemented as reported in figure 1, where the Home Page is specifically shown with its hierarchical structure. Currently here, it is possible to access to skeletal muscle data of Pan troglodytes which are organized in extremely easy-to-read tables for helping external users to quickly visualize and download the information.

Figure 1: Screenshot of the web resource’s Home Page
2.5 Database development and description

*PrimatesDB* resource grabs information from the database and inserts these latter into the proper web page each time it is requested. Updates in the database are reflected by the web page, which is dynamically queried on user request. *PrimatesDB* has been developed using web server Apache/2.2.26; MySQL client version 5.3.28 - 10.04.1 (Ubuntu) and the free tool phpMyAdmin version 3.3.2 deb1 Ubuntu 0.2.

2.6 PrimatesDB use case

*PrimatesDB* offers, in different ways, the opportunity to retrieve: i) skeletal muscle transcriptomic data from ENA database; ii) functional annotation from Transcriptator [8]; iii) information related to the transcripts ID from ENA and Ensembl repositories and; iv) protein ID knowledges from UniProt project. Here, we are going to describe the two developed ways to access to the data from the web resource, by *Tissue specific transcriptome* and *Search* section (Fig. 2).

![Figure 2](image)

**Figure 2:** Possible ways to data recovery in *PrimatesDB*, starting from "Tissue specific transcriptome" and "Search" sections. The accessible integrated repositories are shown in the lower right corner.

By selecting the *Tissue specific transcriptome* section, from the navigation menu, user is able to visualize the complete list of the *Pan troglodytes* stored transcripts. The header is divided into seven columns (Fig. 3): the first corresponds to the skeletal muscle ENA IDs transcripts; the second one is composed of the ENSEMBL IDs, retrieved from BioMart ENSEMBL tool (giving ENA IDs as input in a search against Ensembl Gene 80 database and *Pan troglodytes* CHIMP 2.1.4 dataset). These first two columns give the user an important information about the species of interest showing which of those tissue specific transcripts have been already automatically annotated into the ENSEMBL specific organism database. The last five columns are particularly interesting for comparative studies, because they provide information about the best hit *UniProt* protein (the third column) with their relative *Species, Name, Score and e-value* (respectively fourth, fifth, sixth and seventh column) attributes. The lower right corner of figure 3 shows the top 15 species list - out of about 58 - for which BlastX program obtained the proteins hits. It is evident that most of the protein hits belonging to our non reference organism is present in Homo sapiens as well confirming that the two species are very
well related. By selecting the Search section, user can seek information by typing the ENA ID, the Ensembl ID or the UniProt ID. In each of these cases, he can access to all the information stored in PrimatesDB and also be redirected to the repositories themselves. In figure 2, we show a case study for the retrieval of the transcript information of the ENA GABE01006024, which is related to the Ensembl ENSPTRG00000000023 and Q5TA50 UniProt protein.

![Figure 2: Case study for the retrieval of the transcript information of the ENA GABE01006024](image)

Figure 2: Page of the transcripts list. The columns ENA ID/ ENSEMBL ID/ UniProt ID are clickable buttons with redirect at the specific information of the related repositories. The enlarged picture shows the number of occurrences returned for each species from Swiss-Prot and UniProt-trEMBL databases.

### 3 Results

PrimatesDB is an open access and searchable database of complete annotation of the predicted tissue specific transcriptome of the non-reference organism *Pan troglodytes*. Its versatile and easily expandable structure accepts data from different sources which are automatically processed and integrated into the platform. The web interface allows the end-user to access to several sections. PrimatesDB, indeed, consists of seven sections which core of the web portal is represented by the Tissue Specific Transcriptome page. This section hosts the whole transcript list of the *Pan troglodytes* transcriptome identified by the analysis of our Python scripts. Currently, we are in the process of implement and increase the flexibility of dynamic content in the database through five database sets, which we have suitably merged in: Domain, Ontology and Pathways. All other sections were designed for all those users who want to deepen the understanding of this web application. The PrimatesDB web resource allows to structure the data and to display it in sorted and filtered tables accompanied by thorough explanations. The data were collected from the literature and external database, then appropriately handled with ad hoc scripts. Overall, information currently contained in PrimatesDB are related to 12 different functional terms of 12,222 transcripts (Fig. 3). The dataset contains

![Figure 3: Page of the transcripts list](image)
30,944 sequences, with relative lengths ranging from 280 bp to 3100 bp, deposited into the ENA repository starting from GABE01000001 - GABE01030945.

4 Conclusion

The creation of a dedicated databases for non-reference model organisms is an important issue and always desirable. In our laboratory, we developed PrimatesDB a web resource for retrieving functional annotations on skeletal muscle specific transcriptome of the Pan troglodytes, the common chimpanzee, species closely related to the human one. The choice of this organism reflects the idea to start shading light of a life style, comparing it to other species phylogenetically related - but with different morphological characteristics - in order to understand how these might have allowed them to better adapt in their specific environments. Our analysis, begun with the retrieval of the specific transcriptomic data obtained from ENA and, the usage of an home-made computational pipeline [8] was used to process these data to place the functional annotations. To date, PrimatesDB represents a pilot study and it is useful to provide a comprehensive knowledge about the tissue specific transcriptome of the Pan troglodytes non-reference model organism. PrimatesDB is a very easy-to-use web resource, freely available and without login requirements. As a modular platform, PrimatesDB can easily be extended and customized to future demands and developments. Indeed, we are in the process of updating PrimatesDB resource to make it more informative and we aim to provide functional annotation for all other transcripts.
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Abstract. One way to represent a DNA sequence is to break it down into substrings of length $L$, called L-tuples, and count the occurrence of each L-tuple in the sequence. This representation defines a mapping of a sequence into a numerical space by a numerical feature vector of fixed length, that allows to measure sequence similarity in an alignment free way simply using dissimilarity functions between vectors. This work presents a benchmark study of 4 alignment free dissimilarity functions between sequences, computed on their L-tuples representation, for the purpose of sequence classification. In our experiments, we have tested the classes of geometric-based, correlation-based and information-based dissimilarities, incorporating them into a nearest neighbor classifier. Results computed on three dataset of nucleosome forming and inhibiting sequences, shows that the geometric and correlation dissimilarities are more suitable for nucleosome classification. Finally, their use could be a valid alternative to the alignment-based similarity measures, which remains yet the preferred choice when dealing with sequence similarity problems.

1 Scientific Background

A fundamental biological question is to understand the function of the genome, and nowadays, despite the development of computational models for functional annotation, it still remains a daunting task. In particular, initial biological hypotheses about sequence similarity has been traditionally generated by using sequence alignment methods. Several algorithms that target specific goals such as global alignment, local alignment, with or without overlapping have been proposed [1, 2, 3]. The main issue of alignment methods is that their computational complexity escalates as a power function of the length of the related sequences. Despite the recent efforts in improving their computational efficiency [4, 5], the applications of alignment methods are not unlimited. They are based on the main assumption that functional elements are related to sequence substrings whose relative order is also conserved. Unfortunately there are cases showing that this can be violated, such as the cis-regulatory element sequences where there is little evidence suggesting that the order between different elements would have any significant effect in regulating gene expression. As such, the recently developed alignment-free methods [6] have emerged as a promising approach to investigate the regulatory genome. One of the methods belonging to this latter class is based on substring counting of a sequence, and is generally named as k-mers or L-tuples representation. Informally, L-tuples representation associates a sequence with a feature vector of fixed length, whose components count the frequency of each substrings belonging
to a finite set of words. The main advantage is that the sequence is represented into
a numerical space where a particular dissimilarity function between the vectors can be
adopted to reflect the observed similarities between sequences. L-tuples have shown
their effectiveness in several in-silico analysis applied to different genomics and epige-
nomics studies. The interested reader can find the basic ideas of L-tuples based methods
to different biological problems in the following review [7].

2 Materials and Methods

A generic DNA sequence \( s \) of length \( M \) can be represented as a string of symbols
taken from a finite alphabet. We can think to a particular mapping function that project
\( s \) into a vector \( x_s \) (the feature vector), allowing to represent \( s \) into a multi-dimensional
space. One of the most common way of defining such mapping, is to consider a feature
vector \( x_s \) that enumerates the frequency of occurrence of a finite set of pre-selected
words \( W = \{ w_1, \ldots, w_m \} \) in the string \( s \). The simplest and most common definition of
\( W \) is by using \( L \)-tuples (or \( k \)-mers), i.e. a set containing any string of length \( L \)
whose symbols are taken in the nucleotide alphabet \( \Sigma = \{ A, T, C, G \} \). In this case, each
sequence \( s \) is mapped to a vector \( x_s \in \mathbb{R}^m \) with \( m = 4^L \), such that the component \((x_s)_i \)
counts the occurrence of the \( i \)-th \( L \)-tuple into the string \( s \). The counting process uses
a window of length \( L \) that is run by step of 1 through the sequence, from string position
1 to \( M - L + 1 \).

Let \( \mathbb{X} \) be a set. A function \( \delta : \mathbb{X} \times \mathbb{X} \to \mathbb{R} \) is a dissimilarity on \( \mathbb{X} \) if, \( \forall \ x, y \in \mathbb{X} \), it
satisfies the following three conditions:

1. \( \delta(x, y) \geq 0 \) (non-negativity);
2. \( \delta(x, y) = \delta(y, x) \) (symmetry);
3. \( \delta(x, x) = 0 \);

One can categorize dissimilarity functions according to three broad classes: geometric-
based, correlation-based and information-based. Functions in the first class capture the
concept of physical distance between two objects. They are strongly influenced by the
magnitude of changes in the measured components of vectors \( x \) and \( y \), making them
sensitive to noise and outliers. Functions in the second class capture dependencies be-
tween the coordinates of two vectors. In particular, they usually have the benefit of
capturing positive, negative and linear relationships between two vectors. Functions
in the third class are defined via well known quantities in information theory such as
entropy and mutual information. They have the advantage of capturing statistical de-
pendencies between two data points, even if they are not linear. We now formally define
the functions of interest for this work, starting with the geometric ones. The Euclidean
or 2-norm dissimilarity is defined as follows:

\[
d_e(x, y) = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2}
\]

(1)

where \( x = (x_1, \ldots, x_m) \), \( y = (y_1, \ldots, y_m) \).

Among the correlation-based dissimilarities, the most known is the Pearson dissimi-
larity \( d_r \)

\[
d_r(x, y) = 1 - r = 1 - \frac{\sum_{i=1}^{m} (x_i - \bar{x})(y_i - \bar{y})}{\sum_{i=1}^{m} (x_i - \bar{x})^2 \sum_{j=1}^{m} (y_j - \bar{y})^2}
\]

(2)

where \( \bar{x} = \frac{1}{m} \sum_i x_i \), \( \bar{y} = \frac{1}{m} \sum_i y_i \). The Cosine Distance, is another example of
correlation-based dissimilarity, and can be defined as:

\[ d_{\cos}(x, y) = 1 - \left( \frac{x \cdot y}{\sqrt{x \cdot x} \sqrt{y \cdot y}} \right) \]  

(3)

that corresponds to 1 minus the cosine of the angle between the two vectors \( x \) and \( y \). Finally, the symmetrical Kullback-Leibler dissimilarity between two vectors \( x \) and \( y \) belongs to the class of information-based dissimilarities, and is so defined:

\[ d_{kl}(x, y) = \sum_i p_x i \log_2 \frac{p_x i}{p_y i} + \sum_j p_y j \log_2 \frac{p_y j}{p_x j} \]

(4)

where \( p_x i = \frac{x_i}{M - L + 1} \). This dissimilarity is able to measure the difference between the probability distributions of the L-tuple representation of two sequences.

2.1 K-nearest neighbor classifier

K-nearest neighbor classifier (Knn) is a very simple classification method that has been widely used in the realm of machine learning. It makes use of the notion of neighborhood, defined by a distance function between elements. Let \( R \) be the number of classes, \( T_i \) the training set of elements for a class \( i \) and \( \delta \) a distance between elements. Let \( Y(x) \) be the set of \( K \) elements closest to an unlabeled element \( x \) with respect to \( \delta \), then the Knn classifier assign to \( x \) the class \( j \) using the following assignment rule:

\[ j = \arg \max_{1 \leq i \leq R} (|Y(x) \cap T_i|) \]

(5)

This rule means that the unlabeled element \( x \) is classified by assigning the label which is most frequent among the \( K \) training samples nearest to that point. Note that \( K \) is a parameter of the method, and its best choice depends upon the data. Generally, larger values of \( K \) are preferred since the effect of noise on the classification can be reduced.

2.2 Dataset description

In this study we have considered three datasets of DNA sequences underlying nucleosomes from the following three species: (i) *Homo sapiens* (HM); (ii) *Caenorhabditis elegans* (CE) and (iii) *Drosophila melanogaster* (DM). The nucleosome is the primary repeating unit of chromatin, which consists of 147 bp of DNA wrapped 1.67 times around an octamer of core histone proteins. Several studies have shown that nucleosome positioning plays an important role in gene regulation and that distinct DNA sequence features have been identified to be associated with nucleosome positioning. Details about all the step of data extraction and filtering of the three datasets can be found in the work by Guo et al [8] and in the references therein. Each of the three datasets is composed by two classes of samples: the nucleosome-forming sequence samples (positive data) and the linkers or nucleosome-inhibiting sequence samples (negative data). The HM dataset contains 2,273 positives and 2,300 negatives, the CE 2,567 positives and 2,608 negatives and the DM 2,900 positives and 2,850 negatives. The length of a generic sequence is 147 bp.

3 Results

Starting from a dataset \( S \) of \( n \) sequences, the training and test of the Knn classifier have been selected using a a 10 fold cross validation schema. We have used as numerical dataset for the classifier a matrix \( D_S \) of size \( n \times 4^L \), such that \( (D_S)_i^j \) stores the countings \( c_i^j \) of the \( j \) t th L-tuple \( w_j \) into a sequence \( s_i \) of the dataset. We have computed the experiments for different \( L \) ranging from 1 to 6. Regarding the \( K \) value of the Knn classifier, we have decided to compute experiments for each odd value (the number of
classes is \( R = 2 \) ranging in the integer interval \( \{1, \ldots, 21\} \). We have computed a total of 3 indices to measure the performance of the classifier: **Accuracy** (\( A \)), **Sensitivity** (\( Se \)) and **Specificity** (\( Sp \)). In the following, we recall their definitions:

\[
A = \frac{TP + TN}{TP + FN + FP + TN}, \quad Se = \frac{TP}{TP + FN}, \quad Sp = \frac{TN}{FP + TN}
\]

where the prefix \( T \) (true) indicates the number of correctly classified sequences, \( F \) (false) the uncorrect ones, \( P \) the positives class and \( N \) the negatives class. We have computed the accuracy results of 4 Knn classifiers, referred as **Knn-euclidean**, **Knn-correlation**, **Knn-cosine** and **Knn-Kullback**. Each one of them incorporates the corresponding distances defined in Section 2. Figures 1,2,3 show the mean accuracy, sensitivity, specificity values computed among all the considered neighbors \( K \), for each values of \( L = \{2, \ldots, 6\} \). In Table 1 we report mean \( \{\mu\} \) and standard deviation \( \{\sigma\} \) of the best accuracy, sensitivity and specificity values (in percentage) reached by each one of the classifiers, for different \( L \) (L-tuple length). Results show that the Knn-euclidean is the best performer in terms of sensitivity (91% on CE and HM) and accuracy (> 83% CE, > 76% DM, > 84% HM). It is also evident (see Figures 1,2,3) that the the Knn-euclidean classifier is also invariant, in terms of accuracy, to the used \( L \). Knn-cosine is the second best performer, in terms of accuracy (> 83%, \( L = 3 \) CE, > 76%, \( L = 3 \), DM). Knn-kullback seems only suitable for the DM dataset, which represent the most difficult dataset to classify (best accuracy 77%). Knn-correlation is the worst performer, showing only good specificity values for \( L = 6 \). Finally, it is also observable that the best choice for \( L \) is 3 and 4, and that all the classifiers’ sensitivities and accuracies tend to decrease while \( L \) increases.

Table 1: In column, for each \( L \) in the range \( \{2..6\} \) the mean (\( \mu \)) and standard deviation (\( \sigma \)) values of the K-nn classifier accuracy (\( A \)), sensitivity (\( Se \)) and specificity (\( Sp \)) computed on 10 folds in the cases of the Caenorhabditis elegans (CE), Drosophila melanogaster (DM) and Homo sapiens (HM) dataset, for each one of the considered classifiers. In bold, the values with the best values for each dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu )</td>
<td>( \sigma )</td>
<td>( \mu )</td>
<td>( \sigma )</td>
<td>( \mu )</td>
<td>( \sigma )</td>
<td>( \mu )</td>
<td>( \sigma )</td>
<td>( \mu )</td>
<td>( \sigma )</td>
<td>( \mu )</td>
<td>( \sigma )</td>
</tr>
<tr>
<td>L=2</td>
<td>83.1</td>
<td>75.2</td>
<td>83.7</td>
<td>75.4</td>
<td>83.1</td>
<td>75.2</td>
<td>83.7</td>
<td>75.4</td>
<td>83.1</td>
<td>75.2</td>
<td>83.7</td>
<td>75.4</td>
</tr>
<tr>
<td>L=3</td>
<td>83.4</td>
<td>75.4</td>
<td>83.7</td>
<td>75.4</td>
<td>83.4</td>
<td>75.4</td>
<td>83.7</td>
<td>75.4</td>
<td>83.4</td>
<td>75.4</td>
<td>83.7</td>
<td>75.4</td>
</tr>
<tr>
<td>L=4</td>
<td>83.7</td>
<td>75.7</td>
<td>83.7</td>
<td>75.7</td>
<td>83.7</td>
<td>75.7</td>
<td>83.7</td>
<td>75.7</td>
<td>83.7</td>
<td>75.7</td>
<td>83.7</td>
<td>75.7</td>
</tr>
<tr>
<td>L=5</td>
<td>83.8</td>
<td>75.8</td>
<td>83.8</td>
<td>75.8</td>
<td>83.8</td>
<td>75.8</td>
<td>83.8</td>
<td>75.8</td>
<td>83.8</td>
<td>75.8</td>
<td>83.8</td>
<td>75.8</td>
</tr>
<tr>
<td>L=6</td>
<td>83.9</td>
<td>75.9</td>
<td>83.9</td>
<td>75.9</td>
<td>83.9</td>
<td>75.9</td>
<td>83.9</td>
<td>75.9</td>
<td>83.9</td>
<td>75.9</td>
<td>83.9</td>
<td>75.9</td>
</tr>
</tbody>
</table>

4 Conclusion

In this paper, we have presented a benchmark study of 4 alignment free distance functions between sequences, belonging to the classes of **geometric-based**, **correlation-based** based and **information-based** distances. They are computed on their L-tuples representation, for the purpose of sequence classification. Experiments have been carried out on three datasets of nucleosome sequences, using a Knn classifier paradigm incorporating each one of the considered distances. Preliminary results show that the geometric and correlation distances are more reliable than the information-based one. In the near future we plan to extend the experiments using other information-based distances, and other dataset of sequences.
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Figure 2: Accuracy (blue), Sensitivity (red) and Specificity (green) plots of the Knn classifiers, for different neighbors $K$ in the range $\{1, 21\}$, and for different L-tuple lengths $L$ in the range $\{2, 6\}$ in the case of Drosophila melanogaster (DM) dataset. Error bars for each $K$ are also reported.

Figure 3: Accuracy (blue), Sensitivity (red) and Specificity (green) plots of the Knn classifiers, for different neighbors $K$ in the range $\{1, 21\}$, and for different L-tuple lengths $L$ in the range $\{2, 6\}$ in the case of Homo sapiens (HM) dataset. Error bars for each $K$ are also reported.
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Abstract. To understand the unique characteristics of biological state or phenotype, for example, disease or cellular homeostasis, it is of vital importance to understand the behavior of global gene expression. In the field of transcriptomics, gene expression patterns under the corresponding phenotypic state could be used as a proxy to determine the physiological and chemical response from the cellular system in an organism to survive and propagate. Studying these kinds of patterns helps us to understand the response of molecular machinery of cell, to predict the survival or prognosis of an individual to a disease, and also to predict regulation of a particular metabolic pathway. To understand the biological implication of these gene expression signatures is still an open question. In the present work, we are trying to understand the behavior of gene expression signatures of 22 knock down (perturbed) genes involve in secretory pathways in more than 12 different human cancer cell lines, with the help of rank based statistical approach. The aim of our work is to study the consequence of these gene perturbations at the transcriptional level, independently from the specific cell line effects, which would certainly provide an insight into their influence on the biological system. Through comparison of gene expression signature with respect to each perturbation per cell lines, we are able to cluster the knock-down(perturbed) genes, based on their gene expression signatures to understand the combined effect of these perturbations. It helps to understand the cellular mechanism behind a macro-molecular transport system within the cell. Later in our work we also implemented rank—rank hyper-geometric overlap maps (RRHO) for the identification of statistically significant overlapping genes between gene-expression signatures with respect to 22 genes perturbation experiments. Our results show that the transcriptional response with respect to each perturbation does not have independent behavior, but somehow these perturbations put a combinatorial effects on transcriptional regulation. Based on expression signature, these 22 knock-down genes are categorized into 4 clusters and sister perturbation in each cluster have a cumulative role in shaping up the behaviour of cellular system.

1 Scientific Background

The secretory pathway is responsible for the delivery of a large variety of proteins to their proper cellular location and is essential for cellular function and multicellular development. It is composed of a series of compartment that includes endoplasmic reticulum (ER), golgi apparatus, Trans Golgi Network (TGN), through which the cargo (protein or lipid) is transported in an orderly fashion starting from the ER where the bio-synthesis of cargoes is initiated. This is followed by processing of cargoes through
the Golgi apparatus by addition of glycan groups, which are then sorted to their appropriate sites at the Trans Golgi Network [1]. At all these levels, each step, including forward and recycling pathways are controlled by regulatory modules that maintain the homeostasis of the system [2]. With the online availability of huge experimental data, especially the gene expression profiles; it is now possible to extensively predict novel functions and interaction [3, 4]. In our research work, we are keenly interested in studying the pathways and functional components regulated to the secretory pathway. In the present era of high-tech experimental opportunity, expression data provide an easy and large-scale analysis platform for understanding biological mechanism at the cellular level. In the present work, we put our focus on the list of genes, which are localized in a secretory pathway (Figure 1). Our aim is to study the consequence of these gene perturbations at the transcriptional level independently from the specific cell line effects, which would certainly provide an insight into their influence on the biological system. We employed rank based statistical approach to compare their gene expression profile to predict their global effects with respects to pathways and functions, which might be directly or indirectly linked with the gene perturbed and thus the secretory pathway.

2 Materials and Methods

2.1 Data retrieval

The gene expression profile data is a collection of 22 genes perturbation (knock-down) experiments in 12 cancer cell lines at different time points (Figure 1). The data is downloaded from LINCS, NIH program that funds the generation of perturbation profiles across multiple cells and perturbation types (genetic and chemical) (http://www.lincscloud.org/perturbagens/). It comprises of gene expression signature profiles. We used gene expression profiles of both directly measured landmark transcripts plus imputed genes. It has been normalized using invariant set scaling followed by quantile normalization. In these profiles expression data are represented in terms of fold change across the distinctive cell line at different time points.

Figure 1: Perturbed genes in corresponding cell lines for which Gene expression profiles are downloaded from LINCS.

2.2 Comparison of gene expression signature using prototype rank list

To obtain gene expression signature and compute distances between pre-processed gene expression profiles for the selected genes, we used "Gene Expression Signature Package" from Bioconductor in R [5]. This package provides the implementation of a methodology to determine the gene expression signature for the perturbation data and calculate distance between them. Gene expression signature is represented as a list of genes whose expression is correlated with a biological state of interest. The distance between the gene expression signature is calculated non parametrically using rank based pattern matching similarity based on Kolmogorov-Smirnov statistic [6]. There are four basic steps are involved:

1. Firstly, with the help of the python script, the gene expression profiles were sorted
according to the differential expression values with respect to the controls, and each
gene in the profile is ranked accordingly to its expression value within the sorted list.
A matrix is generated, which is composed of ranked list representing the corresponding
gene expression profile in each cell line for a given gene perturbation. The graded lists
of profiles known as PRLs (prototype ranked list).
2. The PRLs obtained from precise perturbation experiments in all the corresponding
cell lines are aggregated by rank merging procedure to negate the effects of specific cell
lines. We used built-in “krubor” function of “Gene Expression Signature Package” to
carry out rank merging process. It comprises of two sub steps;

- a distance is measured between two ranked list using Spearman’s footrule [7] and
two or more ranked lists are merged using Borda Merging method.

- a single ranked list is obtained in a hierarchical way using Kruskal algorithm [8].
3. A ”signature length” of 250 is taken into account to include 250 most up-regulated
genes (near the top of the list) and the most down-regulated genes (near the bottom of
the list) for the distance calculation between all the PRLs representing the individual
perturbation experiment, with the help of ScorePGSEA and ScoreGSEA functions in
”Gene expression signature” in R package. We take into consideration two distance
measurements between PRLs;

- Average Enrichment Score Distance $D_{avg} = (TES_{x,y} + TES_{y,x})/2$;

- Maximum Enrichment Score Distance $D_{max} = \text{Min}(TES_{x,y}, TES_{y,x})/2$.
4. Affinity propagation clustering (AP) [9] is used to group these PRLs representing
different perturbation experiments, inferring distance measures among respective gene
expression signatures. AP iteratively searches for optimal clustering by maximizing an
objective function called net similarity.

2.3 Rank-rank hypergeometric overlap test analysis
To highlight the correlation strength between two expression profiles, we carried
out the rank-rank hypergeometric overlap test analysis using ”RRHO package” from
Bioconductor in R [10]. This algorithm compares two gene expression profiles ranked
by the degree of differential expression. It is used to infer the amount of agreement
between two sorted lists (PRL’s) by computing the number of overlapping elements in
the first $i \ast \text{stepsize}$ and $j \ast \text{stepsize}$ elements of each list, where stepsize represents
the number of genes selected from the complete ranked gene list $i$ and $j$, and return
the observed significance of this overlap using a hyper geometric test ( Fisher exact
test). The output is returned as a list of matrices including: the overlap in the first
$i \ast \text{stepsize}, j \ast \text{stepsize}$ elements and the significance of this overlap.

2.4 Gene Set Enrichment Analysis
The PRLs generated were further processed by Gene Set Enrichment Analysis (GSEA)
Database (MsigDB). GSEA is a computational method that determines whether an ini-
tially defined set of genes shows statistical significant differences between two biologi-
ical states. MsigDB has a collection of annotated gene sets (curated gene set, motif gene
set, GO gene set, oncogene signature, immunologic signature, etc.) for use with GSEA
software. In order to study the enriched pathways, we used KEGG (Kyoto Encyclopedia
of Genes and Genomes) pathway gene set that includes genes contributing to each of
the pathways listed in this gene set. Subsequently, using GSEA, enriched KEGG path-
ways and thus enriched genes, were predicted for all the 22 PRLs and sorted for further
analysis.
3 Results

3.1 Distance calculation and clustering of gene expression profiles

In order to calculate the pair wise distances among samples (PRLs representing expression profiles in response to gene perturbation experiments), gene’s lists are ranked according to the gene expression ratio (fold change). We defined the “signature length” of 250 to include 250 most up-regulated genes (near the top of the list) and the most down-regulated genes (near the bottom of the list) for the distance calculation. Using scoreGSEA function, we obtained Average Enrichment Score Distance $D_{avg}$ as a measure of pairwise distance between PRLs. The matrix table is generated using pairwise distance between all 22 PRLs versus each other. We also changed the signature length as 500, 800, 1000, and 7000 genes to obtain the best possible average distance and cluster the gene expression profile for these 22 perturbed genes (result not shown).

Taking into account the $D_{avg}$ matrix calculated above, heat map (Figure 2) is generated using hierarchical clustering approach to show the clustering of expression profiles based on their average distances from each other.

Figure 2: Heatmap based on hierarchical clustering of PRLs.

The closeness of expression profiles, was further verified with the affinity propagation clustering method. It is employed to obtain the exemplar based clusters (Figure 3). Affinity propagation clustering approach determines four clusters based on four exemplars i.e. COPB2, COPZ1, GOLGA5 and SAR1B. The clusters obtained through this approach are in concordance with the hierarchical clustering based approach with some major differences. This is due to because hierarchical clustering starts with every data point as its own cluster and then recursively merges pairs of clusters, but in this way makes hard decisions that can cause it to get stuck in poor solutions. While, on the other hand, affinity propagation is a spectral clustering algorithm that requires each cluster to vote for a good exemplar from within its data points, and thus it provides better clustering of perturbed genes in this study as far as biological inference is concerned. For example, hierarchical clustering shows M6PR closer to GOLGA5 in spite of TMED9, which is biologically closer to GOLGA5 with respect to gene ontology. These results further reveal that though the gene expression signature was obtained independently concerning distinct gene perturbation experiments in different cancer cell lines, however, still they share the same biological connectivity as far as functional regulation of cellular activity is concerned within each respective cluster. For example, in cluster 1, the gene expression profiles obtained by the perturbation of COG4, COG, COPB2, M6PR, AKAP9 and RAB1B genes in separate experiments within different cancer cell
lines, shares the common transcriptional response. It will help us to understand the basic biology in which these genes are involved. It also helps us to address and characterize the biological properties of less-known genes within the cluster, as far as their biological activity and molecular functionality in the cellular system and metabolic pathways are concerned.

Figure 3: Clustering of gene perturbation on the basis of affinity propagation. It generates 4 clusters, each represented by exemplar shown in red.

3.2 RRHO analysis
In addition to "Gene Expression Signature" analysis, we also carried out rank-rank hyper-geometric overlap test to measure the statistical significance of the number of overlapping genes between two expression profiles. Though the gene expression signature is a robust methodology but there is a bottleneck existed in the form of "signature length". In the previous analysis, we provide the result based on signature length 250 which means that we only concerned the top 250 and bottom 250 genes in our study. Though it is possible to change this criterion, and we also obtained results by altering the signature length significantly in our work. Nevertheless, previous methodology does not consider the whole 22000 genes in gene expression profile all together while calculating the average distance between profiles. To over come this bottleneck and consider all the genes simultaneously within the study, we used RRHO analysis. In RRHO analysis, we select a window of 2000 (around 10\% ) genes from the complete list of genes in a expression profile, which is dynamic in nature and moves throughout all the gene’s identifiers listed on the ranked list. The output is returned as a list of matrices including: the overlap in the first \(i \times stepsize, j \times stepsize\) elements and the significance of this overlap. For example, we are representing a case study of cluster 3 previously obtained from "gene expression signature". The rank-rank hyper-geometric overlap map (Figure 4) between GOLGA5 vs TMED9 and GOLGA5 vs PLA2G4A show more correlations and statistical significance comparing to PLA2G4A vs SEC24C, suggesting the GOLGA5, TMED9 and PLA2G4A are much closer to each other than the SEC24C. The significance of the overlap between two lists is calculated as function aggregating information from the whole overlap matrix into one summary statistic, typically the min p-value, or max on -log(pval) scale. We also calculated this summary static between each pair of knock down genes.

3.3 Gene set Enrichment analysis
GSEA assigns an enrichment score (ES) along with the false discovery rate (FDR) to each of the enriched predicted pathways. ES (Enrichment Score) is calculated by walking down the ranked list of genes increasing a running-sum statistic when a gene is in the gene set and decreasing it when it is not. Based on the ES obtained, an ES matrix was generated. The number of pathways enriched were narrowed down with FDR cut-off of 5 percent. Of the 22 PRLs analyzed; only 8 showed enriched pathways within the 5 percent FDR cut-off (result not shown).
Figure 4: Rank-rank hyper-geometric overlap maps. Comparing expression profile of GOLGA5 vs TMED9 and GOLGA5 vs PLA2G4A (higher correlation); PLA2G4A vs SEC24C (lower correlation).

4 Conclusion

In the present work, we analyze the perturbation profiles of 22 knock-down genes in distinctive cell lines involved in secretory pathways using three different methodology based on non parametric rank statistics. The effect of perturbation across the different cell lines is taken into consideration and based on their differential regulation of genes, a comparison study between their gene expression signature is carried out. The gene expression profiles with respect to each perturbation are checked for their conservation across the cell lines to get an insight into novel functions. The outcome from the methods (PRL based GSEA and Gene’s expression signature and RRHO analysis) could then be compared for their accuracy in terms of significant information. We try to understand rank based approach to standardize the appropriate method for studying large-scale perturbation data.
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Abstract.

DNA barcodes – one or multiple very short gene sequences – have been proven effective to classify a specimen to species. To handle this task in the plant and fungus kingdoms, multi-locus DNA barcode data as well as sequence analysis techniques are demanded, posing new challenges.

In this work, we describe LAF-BARCODING, a Logic Alignment Free technique that counts the number of fixed-length substrings \(k\)-mers) of the input sequences, represents them in feature vectors, and classifies them through a rule-based approach in order to specifically assign multi-locus DNA barcode sequences to their corresponding species.

We use LAF to classify several sets of DNA barcode sequences, belonging to the plant and fungus life kingdoms, obtaining compact and meaningful classification models \(if\)-then rules\) with high accuracy rates. Conversely to the widespread alignment-based (e.g., character, tree, and similarity) methods, we highlight that LAF can be successfully applied to multi-locus DNA barcode sequences.

1 Scientific Background

DNA Barcoding is a technique proposed in [1] and used to automatically identify species: short and diverse portions of DNA sequences have been defined as barcodes for plants, animals, and fungi [2]. A DNA barcode enables to distinguish species and identify specimens using one or multiple very short gene sequences. In particular, in the plant and fungus life kingdoms multi-locus barcodes for each individual must be considered in order to obtain reliable classification performances.

The wide spread state-of-the-art methods to analyze DNA barcode sequences are tree-based (that rely on phylogenetic approaches), similarity-based (that use statistical measures), and character-based (that take advantage of string analysis techniques) [10].

Additionally, supervised machine learning techniques have been proposed in several works to approach the DNA barcode specimen to species assignment problem: given a reference library composed of DNA barcode specimen sequences of known species (training set) and a query set of unknown DNA barcode sequences (test set), recognize the latter into the species that are present in the library [9].
In this work, we propose LAF-BARCODING, a new supervised classification approach to identify DNA barcodes particularly suited for multi-locus sequences, i.e., coming from plants and fungi.

2 Materials and Methods

Several DNA barcode analysis methods are based on sequence alignment, i.e., sequence similarity is assessed by aligning portions of sequences that have common nucleotides. However, multi-locus DNA barcode sequences cannot be aligned. Furthermore, the alignment of sequences can be very time consuming, especially for large collections of sequences [8]. Therefore, alignment-free sequence analysis methods can solve the above-mentioned issues. Alignment-free methods have been already successfully used for DNA Barcoding by [3, 4]. In greater details, alignment-free algorithms rely on counting and comparing the frequency of all the distinct k-mers that occur in the considered sequences. Such methods map two sequences \( S_1 \) and \( S_2 \) onto corresponding multidimensional feature vectors \( S_1 \) and \( S_2 \), which are indexed by a number of subsequences in the given alphabet, e.g., all possible subsequences of a predefined length \( k \) (k-mers) are typically used. \( S_1[W] \) and \( S_2[W] \) – the element of \( S_1 \) and \( S_2 \) associated with the subsequence \( W \) – contain the number of occurrences of \( W \) in \( S_1 \) and \( S_2 \), respectively. The occurrences are normalized with respect to the sequences length obtaining the frequency values.

In the following, we describe Logic Alignment Free (LAF) [7] and its application to DNA barcode multi-locus sequences. LAF aims to classify barcode sequences and assign them to their species by using a supervised machine learning approach [9]. The method represents the barcode sequences with feature vectors, which are then processed by rule-based classification algorithms [5]. It then calculates the occurrences and the frequencies of the k-mers in the DNA barcodes by scanning a sliding window of length \( k \) over the sequence, represents them in feature vectors, and finally extracts a classification model and the specimen to species assignments with rule-based supervised machine learning algorithms. LAF integrates the Jellyfish tool [6] for extracting the feature vectors and adopts the Weka package (www.cs.waikato.ac.nz/ml/weka/) for the rule-based classifiers implementations. For further details, the reader may refer to [7]. LAF is available at dmb.iasi.cnr.it/laf.php.

In this work, we apply LAF to a large collection of plant and fungus DNA barcode sequences reported in Table 1. The sequences have been downloaded from The BOLD data base (www.boldsystems.org).

Table 1: Data sets description.

<table>
<thead>
<tr>
<th></th>
<th>n. of samples</th>
<th>n. of species</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Plants</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorophyta</td>
<td>1915</td>
<td>71</td>
</tr>
<tr>
<td>Lycopodiophyta</td>
<td>110</td>
<td>5</td>
</tr>
<tr>
<td>Pteridophyta</td>
<td>1618</td>
<td>83</td>
</tr>
<tr>
<td>Rhodophyta</td>
<td>17240</td>
<td>267</td>
</tr>
<tr>
<td><strong>Fungi</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ascomycota</td>
<td>39265</td>
<td>1287</td>
</tr>
<tr>
<td>Basidiomycota</td>
<td>17954</td>
<td>613</td>
</tr>
<tr>
<td>Chytridiomycota</td>
<td>109</td>
<td>3</td>
</tr>
<tr>
<td>Glomeromycota</td>
<td>2741</td>
<td>50</td>
</tr>
<tr>
<td>Zygomycota</td>
<td>1702</td>
<td>87</td>
</tr>
</tbody>
</table>
3 Results

We test LAF on the above described DNA barcode data, setting the length of the $k$-mers to 4 and using the RIPPER [5] rule-based classification algorithm. RIPPER is a direct rule extraction method based on a pruning procedure, whose aim is to minimize the error on the training set. An example of extracted rule model is reported in Figure 1.

$$(GTCA \geq 1288.24) \land (CCTA \leq 166.94) \Rightarrow Mycena pura$$

Figure 1: An example of our rule-based classification model for a fungus species. The feature values refer to the relative frequencies of the $k$-mers multiplied by $10^5$.

We obtain very promising classification results (using 10-fold cross validation) that are shown in Table 2. It is worth noting that we obtain good classification rates also for very large data sets (Rhodophyta, Ascomycota, Basidiomycota).

Table 2: Performances of LAF on plant and fungus data sets.

<table>
<thead>
<tr>
<th>Plants</th>
<th>Correctly classified [%]</th>
<th>N. of clauses</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyta</td>
<td>80.83</td>
<td>89</td>
<td>0.81</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>Lycopodiophyta</td>
<td>86.36</td>
<td>5</td>
<td>0.89</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>Pteridophyta</td>
<td>70.83</td>
<td>97</td>
<td>0.69</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>Rhodophyta</td>
<td>83.19</td>
<td>537</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>avg plants</td>
<td>80.43</td>
<td>151</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fungi</th>
<th>Correctly classified [%]</th>
<th>N. of clauses</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascomycota</td>
<td>77.43</td>
<td>1831</td>
<td>0.80</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>Basidiomycota</td>
<td>71.49</td>
<td>904</td>
<td>0.75</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Chytridiomycota</td>
<td>98.17</td>
<td>3</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Glomeromycota</td>
<td>80.70</td>
<td>92</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Zygomyctota</td>
<td>75.91</td>
<td>98</td>
<td>0.76</td>
<td>0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>avg fungi</td>
<td>78.99</td>
<td>489</td>
<td>0.80</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>avg tot</td>
<td>79.65</td>
<td>335</td>
<td>0.81</td>
<td>0.80</td>
<td>0.79</td>
</tr>
</tbody>
</table>

We highlight that the differences in the number of inferred disjunctive clauses among the analyzed species depend on (i) the number of analyzed sequences (samples), (ii) the number of analyzed species, and (iii) the species divergence (and hence on the complexity of a data set to be classified). For example, in the Ascomycota data set we extract 1831 disjunctive clauses, which model 1287 species (less than 2 clauses per rule).

The execution times of the LAF software tested on the above mentioned data sets and executed on a workstation with an Intel i5 processor with 1.6 GHz clock frequency, 6GB RAM, and 5400rpm hard disk are reported in Table 3.

In order to assess the classification performances of LAF and the rule-based approach, we compared it with respect to other state-of-the-art supervised learning classifiers by giving as input the LAF feature vectors to Support Vector Machines (SVM), Decision Trees (C4.5, Random Forest), and Naive Bayes algorithms. We use the F-measure metric ($\frac{2PR}{P+R}$) to evaluate the classifiers as it summarizes the other two considered metrics, i.e., recall (R) and precision (P) [9].
Table 3: Execution times of LAF feature vectors extraction and classification with RIPPER [min].

<table>
<thead>
<tr>
<th>Feature Extraction</th>
<th>Classification</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorophyta</td>
<td>2.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Lycopodiophyta</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Pteridophyta</td>
<td>2.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Rhodophyta</td>
<td>27</td>
<td>6.5</td>
</tr>
</tbody>
</table>

| Fungi               |                |            |
| Ascomycota          | 71             | 60         | 131 |
| Basidiomycota       | 28             | 15         | 43.0 |
| Chytridiomycota     | 0.1            | 0.0        | 0.10 |
| Glomeromycota       | 4.0            | 0.1        | 4.10 |
| Zygomycota          | 2.0            | 0.1        | 2.10 |

Table 4: Performances of the supervised classification methods.

<table>
<thead>
<tr>
<th>F-measure</th>
<th>SVM</th>
<th>J48</th>
<th>Naive Bayes</th>
<th>Ripper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorophyta</td>
<td>0.91</td>
<td>0.86</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td>Lycopodiophyta</td>
<td>0.90</td>
<td>0.85</td>
<td>0.81</td>
<td>0.86</td>
</tr>
<tr>
<td>Pteridophyta</td>
<td>0.83</td>
<td>0.79</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td>Rhodophyta</td>
<td>–</td>
<td>0.83</td>
<td>0.75</td>
<td>0.83</td>
</tr>
<tr>
<td>avg plants</td>
<td>0.88</td>
<td>0.83</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>Fungi</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ascomycota</td>
<td>–</td>
<td>0.81</td>
<td>0.75</td>
<td>0.72</td>
</tr>
<tr>
<td>Basidiomycota</td>
<td>–</td>
<td>0.74</td>
<td>0.76</td>
<td>0.72</td>
</tr>
<tr>
<td>Chytridiomycota</td>
<td>1.00</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Glomeromycota</td>
<td>0.93</td>
<td>0.82</td>
<td>0.72</td>
<td>0.81</td>
</tr>
<tr>
<td>Zygomycota</td>
<td>0.83</td>
<td>0.80</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>avg fungi</td>
<td>0.92</td>
<td>0.83</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>avg tot</td>
<td>0.90</td>
<td>0.83</td>
<td>0.78</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 4 shows the results of such comparisons confirming the validity of LAF sequences representation combined with all the considered supervised approaches. SVM outperform the other methods, but they do not provide the investigator with a readable model containing the extracted features, and on the largest data sets (i.e., Rhodophyta, Ascomycota, and Basidiomycota) they do not succeed even after hours of computation.

4 Conclusion

In this work, we presented LAF and its application to DNA barcode sequences belonging to plant and fungus life kingdoms. LAF is an alignment-free method that takes advantage of k-mer feature vectors joint to rule-based classification algorithms for assigning specimen to species by analyzing their multi-locus DNA barcodes. Our analysis resulted in an accurate classification and in the detection of common subsequences (k-mers) in each species of the data sets.

As future directions we propose to further investigate the relationship among the classification performances, models, and number of samples. Additionally, an analysis of the most common k-mers that are shared among species, and a fine tuning of the classifier could be performed. Finally, we propose to test LAF with other classification algorithms, on additional DNA barcode multi-locus sequences, and to compare the results with other methods for analyzing multilocus sequences.
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Abstract. Tackling metastatic disease is key to improve cancer patients survival [1]. Thus, better knowledge of metastatic disease-driving mechanisms is urgently needed. Hundreds of genes have been linked to the metastatic phenotype [2-5]. However, no unique marker of cancer aggressiveness and metastatic spreading has been identified. Trop-2 is a transmembrane signal transducer [6-10], which drives the renewal of normal and neoplastic stem cells [11,12] and stimulates cancer growth [6,13,14], in quantitative relationship to its expression levels [6,15]. Metastatization requires cellular functions that are additional to those that initiate tumors and drive transformed cell growth progression [3,16]. Hence, to search for genes instrumental to metastatic diffusion, we looked for genes concordantly disregulated across distinct cancer metastatic models. This led us to discover that TROP2 is the only gene upregulated in metastatic cells across distinct experimental models.

1 Metastatic transcriptome profiling
Metastasis-associated genes are expected to include primary drivers of the metastatic phenotype, but also secondary events, together with adaptive, counterbalancing changes [17]. To distinguish among transcript subclasses with distinct function, we thus profiled
the transcriptomes of distinct colon cancer metastatic systems [18], with the goal to identify concordantly dysregulated genes. Analysis of independent data-sets showed that most expression changes were mutually exclusive, thus illustrating the unexpected finding that transcriptomic scenarios are profoundly different even in parallel colon cancer models. Only two genes, TROP2/TACSTD2, a determinant of stem cells renewal [11,12], that drives tumor growth [6,14], and vimentin, a gene associated with epithelial-mesenchymal transition [4], were concordantly upregulated. We then went on to verify these findings through a meta-analysis of transcriptome data from rat pancreatic carcinoma cell lines [19], murine prostate [20] and murine breast [21]. The breast cancer cells were driven by the fms/CSF1R oncogene, which is abnormally expressed in breast cancer. Upregulation CSF1R into mammary epithelial cells renders the transfectants capable of tumorigenesis and local invasion. Remarkably, this was associated with upregulation of the TROP2 gene [21]. TROP2/CSF1R cells injected intravenously in mice, produced more lung metastases than parental cells [21]. Notably, corresponding clinical significance was shown by analysis of invasive breast carcinoma cells from patients with invasive ductal carcinoma cells, which were shown to require high abundance of CSF-1 paracrine signaling for efficient metastasis formation in all clinical breast cancer subtypes. This closely reflected in human disease, as triple negative breast cancer subtypes were shown to express high CSF-1R and additive autocrine CSF-1/CSF-1R signaling, as required for invasion.

2 Trop-2 associates with human cancer metastatization

We verified the relevance of these findings in human cancer. A first case series of colon cancers and matching metastases indicated marked upregulation of TROP2 in most metastatic lesions. These findings were then extended to breast, uterus, colon and ovary cancers. Immunohistochemistry (IHC) analysis of independent validation case-series of breast, uterus, colon and ovary metastatic cancers revealed that Trop-2 was overexpressed in matched metastases in all tumor types. Higher fractions of metastatic IHC-positive cells were found in 79% for breast, 85% for stomach, and 88% for colon carcinomas. Hence, Trop-2 appeared as a hallmark of metastatic cells in most human cancers.

3 Trop-2 drives metastatic spreading

Trop-2 had been indicated to facilitate colonization by prostate cancer cells injected in the bloodstream [22]. However, no proof was obtained for a capacity of Trop-2 to induce distant metastatization. Hence, we assessed this capacity in an orthotopic metastatic model [18]. Colon cancer transfected with a wild-type Trop-2 (wtTrop-2) were injected in the spleen of nude mice and metastatization to the liver was assessed. wtTrop-2 overexpression was found to increase the metastatic diffusion of colon cancer cells. Histopathology analyses indicated that wtTrop-2 is a driver of malignant progression. Control colon cancer tumors grew as manifold nodules, with central necrosis and peripheral fibrous capsule. On the other hand, wtTrop-2-expressing tumors showed much reduced differentiation, and loss of central apoptosis, together with thinner perinodular tumor capsule and pseudo-capsule, consistent with more invasive growth.

The cytoplasmic tail of Trop-2 is cleaved-off 11, during proteolytic processing for Trop-2 activation [8,11]. Hence, a Trop-2 mutant devoid of cytoplasmic tail was designed, to mimic constitutively-active Trop-2. The potential impact of activated Trop-2 on metastatization was assessed. Activated Trop-2-expressing tumors showed highly invasive growth patterns, with tumor budding across layers of hepatocytes. Cells acquired mesenchimal morphology, with much diminished signs of compressive growth and of pseudo-capsule formation.
4 Next-generation transcriptomic analysis

To obtain a faithful portrait of Trop-2-induced changes, differential mapping of the transcriptome of the tumor (of human origin) and of stroma (of murine origin) of colon cancer models was performed. To this end, a first step, was to quantify transcripts according to species origin. In this context, the "stroma" was expected to demonstrate features of spleen lymphoid cells, of hematopoietic resting or activated endothelium and connective tissue. The metastatic "stroma" was expected to stem from hepatocytes and bile ducts, with additional components as for the spleen.

Planned comparisons between samples included: A. Data obtained through technical replicates, i.e. independent sequencing runs from independent libraries from the same mRNA sources. This will allow to measure technical noise, as for sample preparation or from sequencing procedures bias. B. Biological replicates, i.e. tumors or metastases obtained in different experiments / mice inoculated with the same cells. These include: biological replicates of tumors spleen of control cells biological replicates of tumors of the spleen cells transfected with Trop-2 biological replicates of liver metastases of cells transfected with Trop-2 biological replicates of tumors of the spleen cells transfected with constitutive activated Trop-2 biological replicates of liver metastases of cells transfected with constitutive activated Trop-2. Analysis of biological replicates will allow to quantify deviation from the theoretical model of absolute identity, to quantify reproducibility / spreading of data measurements. This will also provide a measure of variability of the mode of growth / cell interaction analyzed with the environment. C. Comparisons of biologically distinct samples will allow to profile the effect of Trop-2 on the transcriptome of primary tumors: - B (i) = tumors spleen of control cells vs B (ii) = tumors of spleen cells transfected with Trop-2. - metastasis to the liver of control cells vs B (iii) = liver metastases of cells transfected with Trop-2 will measure the "effect of Trop-2 on the transcriptome of liver metastases - B (i) = tumors spleen of control cells vs metastasis to the liver of control cells will identify changes in the transcriptome of liver metastases compared to primary tumors. - B (ii) = tumors of spleen cells transfected with Trop-2 vs B (iii) = liver metastases of cells transfected with Trop-2 will identify changes in the transcriptome of liver metastases compared to primary tumors expressing Trop-2. Independent comparisons will be performed with mutants vs Trop-2 wild type, to identify changes in the transcriptome of primary tumors / metastases, associated with mutations of Trop-2, which alter the processing or signaling capacity.

5 Perspectives

Trop-2 metastatic upregulation was verified in breast, colon, stomach or ovary cancer patients. Trop-2 was then shown to potently drive metastatization in vivo. These findings for the first time identify Trop-2 as a master driver of metastatization. The Trop-2-driven module was dissected through next-generation sequencing/transcriptome profiling. This is allowing to explore shared features of cancer spreading in preclinical cancer models. These features will be then challenged in corresponding human cancer type case series.
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Cancer Images: from invading hordes to pseudo-organ structures.
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Abstract. The early perception of cancer was substantially borrowed from the paradigms of bacterial infections: cancer was regarded as pathologic phenomenon occurring at cellular level, a genome-driven disease, where the accumulation of a sufficient number of alterations in key genes results in cell transformation [1]. Transformed cells were viewed as aliens intruding a vulnerable idle microenvironment. Cell transformation was believed to be an irreversible process: Once a cancer cell, always a cancer cell. Yet, this paradigm was progressively challenged by a number of experimental and clinical findings, highlighting the crucial role of tumour stroma and providing evidence that normal cells may display cancer-like behaviour while, conversely, cancer cells may regain normal cell traits [2-5]. The novel cancer image, where tumours look like pseudo-organ structures more than invading hordes, supported reasonable explanations for clinical findings and suggested new concepts such as tumour dormancy and accelerated metastasis growth due to primary tumour removal [6]. It also advocated the occurrence of some kind of homeostatic effect of primary tumour upon distant metastases, apparently mimicking the organ homeostasis that succeeds the growth process. Seminal knowledge on tissue homeostasis emerged from investigations on damage repair, where dramatic reawakening of the tissue building machinery is required. Both parallel processes between wound healing and morphogenesis [7] and the role of growth factors and cytokines [8] have been recognized, as well as the role of bone marrow (BM), which provides inflammatory mature cells to injured tissues. Furthermore, a number of recent reports, in both animals and humans, indicate that bone marrow also supplies cells capable of producing non-hematopoietic tissue. Likewise, non-haematological tumour cells may derive from BM cells. For instance, in recipients of sex mismatched BM, peripheral blood stem cell or organ transplantation, developing a successive solid cancer, BM derived cells (DCs) were found to contribute to tumour cells. Furthermore, BMDCs may develop as a constituent of tumour cell populations, generating, in some cases, the entire tumour mass, the same as they may accomplish in wound healing. Tumour stroma may derive from bone marrow, as well. Therefore, we may acknowledge that BMDCs may play in tumours and in wound healing similar supportive roles in the form of stroma cells that care the local parenchymal cell population by reacting to microenvironmental signals. A further support to the cross-talk and cooperation between tumour and BM is the recent discovery of the so called pre-metastatic niche. It was documented that before the arrival of tumour cells, adjustments occur in metastatic sites that make them conducive for successive metastasis development. This cellular bookmarking was first reported for lung metastases from LLC and B16 melanoma in mice [9]. Intradermal injection of LLC cells resulted in BMDC cluster formation limited to the lung and liver with no clusters in other organs. In contrast, B16 melanoma tumour cells induced the formation of BMDC clusters in multiple tissues such as lung, liver, testis, spleen and kidney. Remarkably, pre-treatment with melanoma derived conditioned medium resulted in redirection of LLC metastasis to sites frequently observed...
in B16-melanoma. In humans, the process of vascularisation in the metastatic versus non-metastatic versus non-cancerous inflamed axillary lymph nodes was consistent with findings in the animal model. The collective action underlying all these processes implies that cellular performers communicate with other participants. Usually it was believed that soluble factors such as cytokines, chemokines, growth factors and bioactive lipids released from a given cell type and circulating through the whole organism are able to induce responses by other cells endowed with specific receptors. Recent research, however, is elucidating a much more complex and efficient communication system, the core of which is a busy trafficking of microvesicles. Microvesicles (MVs), for long time considered cellular debris, have been recently recognized as functionally relevant [10]. MVs are spherical membrane fragments containing a cargo of cytosol including a distinct and definite combination of lipids, proteins and nucleic acids (mRNA, miRNA and DNA), i.e. a non-random sample of the molecular repertoire of the originating cell [11]. MV surfaces express the adhesion molecules of the cell of origin, allowing specific capture by target cells that recognize them, which may be modified by surface interaction. Most important, MVs may induce epigenetic changes in target cells by transferring selected arrays of mRNA and miRNA associated with ribonucleoproteins. The above reported findings indicate that BM routinely provides a contribution of specific parenchymal cells to various tissues especially after tissue damage. Remarkably, the homing of BMDCs into the damaged tissue is associated, to some extent, with the emergence of gene expression patterns corresponding to phenotypes of stroma and parenchymal cells of the invaded tissue (e.g. myofibroblasts and keratinocytes in the skin). This phenotypic change apparently relies on dominant effects of the tissue microenvironment upon imported cells. This concept is strongly supported by focused investigations. There is, therefore, a growing body of evidence that homeostasis involves both local factors and cooperation of distant partners, i.e. the whole organism. Progenitor cells with different commitment (e.g., HSCs, MSCs and ESCs) in addition to pluripotent cells (e.g., VSELS) may reside in virtually all organs, among which BM is a main reservoir. When homeostasis alterations occur, signalling pathways may activate and, if needed, mobilize them. Activated progenitor or pluripotent cells (PPCs) secrete a variety of growth factors, cytokines, chemokines and bioactive lipids that regulate their biology and orchestrate interactions with the surrounding microenvironment. In addition to soluble factors, activated PPCs also secrete MVs, conveying packaged signalling factors, including genetic information, which may change the phenotype of the target cells, locally or at distance. Thus, one can conceive that, while cellular populations may be relatively stable, transcriptional regulation, a key determinant of the phenotype of a particular cell, may shift between different cell types [12]. What remains stable and, if damaged, induces cellular conversions to re-achieve the original condition is apparently the whole tissue architecture. It should be emphasized that all sub-components of both normal and tumour tissue act as a team whose members cooperate in space and time. For instance, in prostatic carcinoma [13], cancer associated fibroblasts (CAFs) elaborate active factors, which recruit monocytes toward tumour cells. SDF-1 delivery promotes their trans-differentiation toward the tumour associated macrophages (TAM) phenotype. The relationship between TAMs and CAFs is reciprocal. TAMs affect fibroblasts enhanced reactivity. On the other side, cancer cells themselves participate in this cross talk through secretion of monocyte chemotactic protein-1, facilitating monocyte recruitment as well as macrophage differentiation and M2 polarization. The role of stroma cells may be central: the microenvironment (cells and ECM) promotes tumorigenesis independent of initiating genetic events in tumour cells. The stroma itself is a crucial target for cancerogenesis, as it can induce adenocarcinoma development among apparently fully normal resident epithelial cells [14]. Taken together, these experimental findings suggest that ontogenetic processes, by which cells of different embryonic
lineages actively induce each other to cooperate in the formation of tissues, organs and body regions, are ongoing within tumours. The fact that the behaviour of each cell (i.e. the phenotype) is regulated by other cells and by additional ECM factors within a complex network of signals implies that cells cannot change their activity freely all by themselves, because of the multiple regulatory interactions within which they live. Therefore, only certain tissue architectures are permitted (i.e., are stable). This architectural constraint recalls what occurs within nucleus, where genes are subject to mutual actions and their global architecture may be studied by the Gene Regulatory Network approach [15,16]. In this approach, usefully adopted, to a limited extent, in analyses of complex dynamic systems, the global architecture of the network creates a landscape of mutually exclusive attractors (stable states) surrounded by their basin of attraction (towards the stable state) and separated by areas of unstable states, at a particular instant in time. At tissue level, attractors correspond to distinct normal tissue dynamic architectures, while unstable states are transiently occupied during critical bifurcations, as during embryo development, wound healing or cancer initiation or spread. According to this conceptual approach, cancers are emerging self-stabilizing tissue states (i.e. cancer attractors) where cells/tissues display characteristic traits of tumor phenotype (proliferation, migration, invasion, angiogenesis etc.), which become accessible as a consequence appropriate perturbing factors. According to this conceptual approach, cancers are emerging self-stabilizing tissue states (i.e. cancer attractors) where cells/tissues display characteristic traits of tumor phenotype (proliferation, migration, invasion, angiogenesis etc.), which become accessible as a consequence appropriate perturbing factors. As recalled, cancer researchers have focused merely upon epithelial cells displaying morphological and genetic abnormalities (epithelial cancer cells), which were considered the origin of all neoplastic disease (a cancer cell-centered explanation). Likewise, profound scientific and commercial success of molecular biology, the progress of cancer gene investigation technologies, together, pushed forward the uncritically accepted postulate that genes explain everything. This static mono-dimensional explanation diffused and strengthened classical Somatic Mutation Theory (SMT), as the sole acceptable explanation for cancer [17]. However, this epithelio-centric somatic mutational view of tumorigenesis is clearly in conflict with most findings and specifically with those proving the modulatory role of stroma in tumorigenesis. In particular, it is now clear that the stroma may be a crucial target of the carcinogen [14]. The irreversibility of the neoplastic phenotype is no more sustainable as it is conflicts strongly with experimental, as well as clinical and epidemiologic findings. In Laminin-1 rich basement membrane extracts, tumorigenic cells, usually growing in disorganized masses, may display a reorganization of both intracellular and intercellular structures under the action of targeted signalling modifications, resulting in phenotypic changes and acini-like polarized organization [18]. Moreover, in a series of elegant experiments with rodents [2], where coat color and isoenzyme analysis were used as markers, it was demonstrated that Embryonic Carcinoma cells, which form malignant tumors upon subcutaneous injection, contribute to the development of chimerical normally developed mice if injected into a blastocyst. It is truly astonishing the fact that these seminal findings, where cells bearing neoplastic genome display perfectly normal behaviour when put into a normal neighbourhood have been ignored by the cancer cell community. More recently, new paradigms were proposed that provide appealing explanations to known findings. Their main communal trait is the shifting of the pathological process origin from the cell level to the tissue level [19,20]. These novel approaches view cancers as developments gone awry or maladjusted living entities with parasitic properties. A similar perception of tumours as organ-like structures emerged from clinical investigations as well [21]. In summary, tissue-based cancer explanations assume that, while structural lesions in the DNA coding sequences, or epigenetic disorders in control of gene expression, undoubtedly have important contributory roles in
cancer, disturbed tissue interactions among cell populations in a given area are critical to cancer causation, growth and spread. They are a communal cancer cause, shifting the cancer tissue from steady-state cell kinetics to progressive malignant behaviour, to the materialization of a cancer attractor.
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Abstract. From the clinical point of view, there is evidence that breast cancer patients can have different clinical presentations and evolutions of the disease, which cannot always be explained by the standard clinical and pathological parameters, such as for example age at diagnosis, tumor size, histological grade and axillary lymph nodes involvement. It is therefore essential to better understand the biology of the disease. During my presentation, I will present, in a non-exhaustive way, some elements which contribute to the biological complexity of breast cancer.

1 Histological diversity of breast cancer:
Ductal breast cancer has been the most widely studied histological subtype since it is the most frequent one. Lobular breast cancer represents the second most common histological subtype after ductal breast cancer, and accounts for 5 to 15\% of all invasive breast cancers. From a clinical point of view, lobular tumors are generally associated with an indolent but progressive clinical behavior and tend to exhibit a peculiar metastatic behavior compared to ductal breast cancers \(^{(1)}\). Although patients affected by lobular breast cancer have lower response rates to conventional chemotherapeutic agents, recent results suggest that they might show an increased benefit from a certain type of endocrine treatment, the aromatase inhibitors \(^{(1)}\). Nevertheless, despite these histological and clinical differences, no specific treatment recommendation exists for lobular breast cancer, due to the relative paucity of the research dedicated to this disease. In recent study, we identified recurrent, cancer-specific genomic alterations with potential implications in the clinical and pathological determinants of lobular tumors. We for example identified a higher frequency of tumors carrying oncogenic AKT1, ERBB2 and ERBB3 mutations in lobular compared to ductal breast cancer \(^{(2)}\). Given the existence of drugs targeting these alterations, this works suggests that lobular tumors should be interrogated for the presence of these mutations in order to start individualizing the treatment of this disease.

2 Importance of the tumor microenvironment:
The tumor microenvironment is defined as the cellular environment in which the tumor exists, including surrounding blood vessels, immune cells, fibroblasts, other cells, signaling molecules, and the extracellular matrix \(^{(3)}\). The tumor and the surrounding microenvironment are closely related and interact constantly. Several gene expression studies investigated the interaction between these cells with the tumor epithelial cells and their role with regard to prognosis and prediction of anti-cancer treatment efficacy. High immune scores have been associated for example with good prognosis and response to neo-adjuvant chemotherapy, especially in triple-negative and HER2-positive breast tumors \(^{(4)}\). What is now important is to understand how to best quantify these immune infiltrates and to understand their composition and their exact role in breast cancer.
3 Inter-tumor genomic heterogeneity:

The application of next-generation sequencing (NGS) to breast cancer has revealed a very large genetic diversity among different breast tumors (reviewed in 5). However, although breast tumors are heterogeneous with regard to mutated genes, a part from the mutated genes can be grouped into the deregulation of similar pathways. This means that although the tumors are genetically different, some could be phenotypically similar due to mutations in the same pathway, which is very important in terms of treatment strategy. Comparing also the types of mutations present in different tumors has also allowed deriving the so-called mutational signatures, which reflect the different mutational processes which have been operational in the tumors. These studies have for example demonstrated that tumors from patients carrying hereditary BRCA1 or BRCA2 mutations are associated with different mutational signature than those from sporadic breast tumors (6).

4 Intra-tumor genomic heterogeneity:

NGS has also allowed to further explore intratumor genetic heterogeneity in primary breast cancer. These studies showed that although subclonal mutations were present in all tumors, there was always a dominant clone which comprised at least 50% of approximately one fourth of invasive breast tumors, tumors are characterized by the presence of multiple synchronous unilateral lesions of invasive breast cancer, referred to as multifocal breast cancer. Although we have recently demonstrated that in all the investigated cases, these lesions always had a common somatic genetic ancestor, we showed that even when the lesions of a multifocal breast cancer present similar pathological characteristics, in one third of the cases the lesions can present different oncogenic alterations which can be clinically relevant (7).

5 Dynamicity of the disease:

An additional level of complexity resides in the fact that breast cancer is dynamic. Further evolution of the tumor and anti-cancer treatment can modify the presence and proportion of the different genetic alterations and/or clones of the tumor (8). In a recent study, we reconstructed the phylogeny of the genomic alterations occurring in the primary tumor and metastases from ten patients, which led to several observations (9). First, we noticed that reversions to the wild-type genotype in metastases are due to underlying copy number changes. Second, whole genome duplications seem to be early events, since they were conserved across metastases. Third, we noticed a striking dissimilarity of dissemination patterns of metastases in treatment naye patients compared to those undergoing primary surgery followed by adjuvant chemotherapy. Lastly, the level of heterogeneity appeared to be proportional to the time elapsed between the diagnosis of the primary tumor and emergence of the metastases. Taken together, these discoveries show that metastases of breast cancers are genomically different from their primary tumors. Altogether, this means that repeated sampling of the tumor at different time points might be needed for a more effective strategy to investigate potential treatment targets.
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Abstract. Today Medicine is still reactive, with a focus on developing therapies for diseases, especially in late stages of neoplastic diseases. Over the next 10 to 20 years, medicine will move toward a predictive and preventive model. New technologies will allow individuals to have the relevant portions of their genomes sequenced, and multi-parameter molecular diagnostics via blood analysis, circulating tumour cells (CTC) and DNA or miRNA or cytokines and imaging systems will become a routine procedure for assessing the disease status. There will also be the chance to assess correlations of genetic variations with disease (differences between a primary and a metastatic disease in the same patient) and this combination of advances will allow the determination of prognosis. Predictive and preventative medicine will lead naturally to a personalized medicine that will revolutionize health care. Molecular diagnostics will allow drug-companies the opportunity for more effective means of drug discovery. The paradigm will divide patients with a particular disease into a series of therapeutic windows, each with smaller patient populations but higher therapeutic chances. Health care providers will move from dealing with disease to also promoting wellness (prevention). Finally, the public must be educated to their roles in a very different type of medicine, as must the physicians who practice it. There will be enormous scientific and engineering challenges to achieve this vision far greater than those associated with the Human Genome Project.

Predictive, preventive, and personalized medicine will transform science, industry, education, and society in ways that we are only starting to figure it out.

The brainwaves associated with an individual’s reaction to a certain word can be used for identification, according to a NewScientist article by Bas den Hond. The finding comes from a research team at the Basque Center on Cognition, Brain, and Language led by Blair Armstrong. The researchers monitored the brainwaves of 45 volunteers as they were reading a list of acronyms, and then ran the brainwave data through specialized software to analyze the differences between individuals. Their system was actually able to identify each volunteer based on brainwave differences - which themselves arise from the different memories and associations that each volunteer subconsciously connects to each acronym - and it did so with an accuracy of 94 percent. While that is not quite accurate enough for this system to be used as standalone security, den Hond points out that it does offer a unique capacity for continuous identification. And paired with another form of identification, that prove a valuable addition to the security apparatus. Moreover, Armstrong thinks it could be refined to provide even stronger results. It is certainly an unusual form of identification, but such intangible biometric technologies are increasingly being explored. Behavioral biometric systems, for example, are starting to catch fire, and even the identification of idiosyncratic movement patterns is being implemented into multimodal biometric systems. Brainwave authentication might sound like the stuff of science fiction right now, but it is clearly a feasible means of identification, and it could have a big role to play in the security systems of the future.
Apple’s new HealthKit app, released along with its iPhone 6, could offer the tipping point for the healthcare industry to shift into mobile-first telehealth services.

Apple’s HealthKit collects and users health information through the new iPhone’s advanced biometric sensors, which can detect steps, distances traveled, and even changes in elevation calculating calories. These sensors’s metrics into the HealthKit platform’s standardization of data are already a game-changing development in the management of big data.

With 90 million wearable health devices projected to be sold this year, the ability to agglomerate their myriad datasets into one uniform set of data that allows for meaningful analysis could be an enormously useful development for healthcare professionals and their patients.

Medical researchers in the academic world are already leaping into this field, with Stanford University teaming up with Apple to monitor the blood sugar levels of diabetic children, and Duke University working on an app that can track important cardiac measures for users at risk of heart disease.

Meanwhile, the private sector is already seeing companies like HealthLoop and American Well leap into action, developing healthcare apps of their own to take advantage of the new mobile biometric technologies.

Medisafe, a medication management application has begun to incorporate biometric data into its platform, the company has announced. Users of the iOS and Android apps will now be able to track metrics such as blood pressure and glucose levels via their devices biometric sensors and other digital equipment.

A biometrics developer has showed off a unique modality: ear biometrics. Developed by Descartes Biometrics Inc., the HELIX system can identify individuals based on the appearance of their unique ear shapes. HELIX boasts of a cross-platform library and is compatible with most camera-equipped devices, including webcams, smartphones.

AMC Health, a chronic patient management specialist, has announced that it is going to showcase its solutions at ATA 2015, a major telemedicine conference. The company will do a joint presentation with Geisinger Health Plan (GHP) entitled "Using IVR and Telemonitoring to Lower Hospital Admissions, Readmissions and Costs for Heart Failure (HF) Patients". The presentation will revolve around the results of a study that monitored the effects of AMC Health’s biometric remote care technologies over the course of two years. The 541 participating patients received care integrating Bluetooth-enabled biometric sensors and an interactive voice response system for capturing symptoms and behavioural data. What it found was that the patients, all of whom had previously been diagnosed with heart failure, were 23 percent less likely to need in-hospital treatment, and those who were hospitalized were 44 percent less likely to be re-hospitalized within 30 remote care solutions

Provider Sentrian has announced that it is embarking on a major study on the benefits of its technology. The company has teamed up with the Scripps Translational Science Institute (STSI) and the CareMore Health System to set up a study involving a thousand patients suffering from chronic obstructive pulmonary disease (COPD). The main goal of the year-long study is to see if Sentrian’s Remote Patient Intelligence (RPI) platform can detect the onset of a patient’s acute event, and to see how accurately it is able to do so. Positive findings would validate the RPI platform as a major tool in the battle to fight COPD; according to Sentrian, almost 13 million Americans suffer from COPD, and one in 11 such patients need to be readmitted to hospital within 30 days of being discharged. And the company says its platform could prove useful in the management of other diseases, as well. By working with scientific and health care leaders like Scripps and CareMore we can significantly reduce hospitalization and move toward the triple aim of health care to simultaneously reduce cost, improve outcomes and improve patient satisfaction.
WEARABLE TECHNOLOGIC GADGETS: examples.

1. Apple watch:
   - patients can monitor movement, steps, calories consumed
   - blood pressure
   - cardiac rhythm to enhance treatment of hypertension by healthkit pulse sensing

2. Google Glass: The device is already tested to catch and share data and situations that an Individual is actually being experiencing.

3. EYE Lens with glycemic control:
   - testing a smart contact lens that’s built to measure glucose levels in tears using a tiny wireless chip and miniaturized glucose sensor that are embedded between two layers of soft contact lens material. this will lead to a new way for people with diabetes to manage their disease.

4. Data mining on millions of persons

5. Creation of maps dynamic maps will allow precise monitoring of data and behaviors (predictions of behavior of a phenomenon)

6. Send data direct to a phone

7. Theranos micro analysis with microfluid technology:
   - needs only micrometers of blood for tests- can keep patients out of hospitals for blood analysis
   - can help people take medicines on time and avoid use of alcohol and calories
   - lower costs example: troponin test in acute heart failure will cost 6.77 vs 14 dollars.
   - data sent to a wearable device.

ONCOLOGY The development of cost-effective technologies able to comprehensively assess DNA, RNA, protein, and metabolites in patient tumors has fueled efforts to tailor medical care. Indeed validated molecular tests assessing tumor tissue or patient germline DNA already drive therapeutic decision making. However, many theoretical and regulatory challenges must still be overcome before fully realizing the promise of personalized molecular medicine. The masses of data generated by high-throughput technologies are challenging to manage, visualize, and convert to the knowledge required to improve patient outcomes. Systems biology integrates engineering, physics, and mathematical approaches with biologic and medical insights in an iterative process to visualize the interconnected events within a cell that determine how inputs from the environment and the network rewiring that occurs due to the genomic aberrations acquired by patient tumors determines cellular behavior and patient outcomes. A cross-disciplinary systems medicine biology effort will be necessary to convert the information contained in multidimensional data sets into useful prognostic and predictive biomarkers that can classify patient tumors by prognosis and response to therapeutic modalities and to identify the drivers of tumor behavior that are optimal targets for therapy. An understanding of the effects of targeted therapeutics on signaling networks and homeostatic regulatory loops will be necessary to prevent inadvertent effects as well as to develop rational combinatorial therapies. Systems medicine approaches identifying molecular drivers and biomarkers will lead to the implementation of smaller, shorter, cheaper, and individualized clinical trials that will increase the success rate and hasten
the implementation of effective therapies. Trials will be implemented on a big number of Patients or Individuals, shifting from hundreds to millions of persons tested with great satisfaction for Biostatisticians.
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Abstract. In this work we extended previous results concerning the regularized estimation of the Piecewise Exponential (PE) model through Bayesian P-splines techniques. A “standard” model with a smoothed piecewise hazard function, and a varying coefficient model with a time-dependent effect of a covariate have been fitted to a survival dataset from breast cancer patients. For evaluating the robustness of estimation method, several models with different structural components have been compared. The estimates were evaluated against “benchmark” patterns derived from validated clinical studies. The results showed very appreciable performances of the estimation method, though the sensitivity with respect to the prior of the smoothing parameter could be an issue, especially in small sample studies.

1 Scientific Background
In bio-statistical applications, non-parametric and semi-parametric survival analysis methods have been preferred over parametric ones for assessing the prognostic role of clinical/biological variables over time. The most widely adopted model is the Cox Model, in which no assumption of the functional form of the hazard function on time is made: however, such feature becomes a drawback if the interest lies on the hazard function itself or in predictive modeling.

Several methods for fitting survival models with a smoothed hazard function have been proposed. The use of Penalized Splines (P-Splines) may be of advantage over other flexible polynomials, since it avoids an arbitrary definition of the number of spline bases (by using a high number of basis). The degree of smoothing is controlled by regularized estimation thus reducing the effective number of model degrees of freedom, and therefore protecting against overfitting.

Penalized splines to smooth the hazard function in proportional hazard models have been proposed in the frequentist framework by Cai, Hindman, Wand (2002) and Kauermann (2004) amongst others. Their proposals are based on the relationship between penalized splines and mixed model theory (cfr: Ruppert, Carroll, Wand 2009). As a consequence mixed model software routines could be used for estimation. However the implementation of such a strategy could be cumbersome, because the Log-Likelihood function includes a complex integral without a closed form solution. An alternative is fitting a piecewise exponential (PE) model by penalized GLM estimation routines. However, in such case interval estimates are generally biased under standard large sample theory. Interval estimates of model parameters and the corresponding survival functions are derived by a Bayesian approach (Wood 2006).
Bayesian P-Splines techniques for hazard smoothing have been discussed by Fahrmeir and Hennerfiend (2003); dedicated routines are available in the software package BayesX. In such a context, point and interval estimates of model parameters and survival functions may be obtained in a straightforward way from posterior density samples. To this aim MCMC methods are needed but they require efficient sampling algorithms in order to guarantee convergence of Markov chains, and may be computationally intensive. The estimation method in Fahrmeir and Hennerfiend’s paper also deals with the approximation of a complex integral without closed form solution, and in order to solve this problem specific sampling schemes have been adopted for computation. A dedicated software must be used. An alternative could be fitting the PE model. In fact, since the relationship between the likelihood function of this model and likelihood of a regression model with Poisson error, general sampling algorithms for hierarchical GLM models could be used for estimation. For example, WinBUGS code for penalized GLM regression is given in a paper by Crainiceanu, Ruppert and Wand (2005).

In a previous report (Marano, Boracchi, Biganzoli 2014) we assessed the performances of Bayesian P-Splines method for regularized estimation of the PE model, as compared with the a frequentist approach (GAM regression). The estimates of regression coefficients and survival probabilities were not affected by the choice of the priors for the Bayesian model, and showed a good agreement with GAM estimates. Concerning the hazard function, the results were sensitive with respect to the priors, and thus different shapes of the hazard were shown. In order to further evaluate the reliability of the estimated hazard function, we considered in addition different penalties (second order and third order difference penalties). Moreover, time varying coefficient models were also fitted. Futhermore, the behaviour of estimated hazards was compared against benchmark clinical situations derived from clinical literature in (i.e. papers on tumor dormancy in breast cancer; rif: Demicheli et al 2006 and 2008). Computation was performed in WinBUGS and thus the estimates were obtained by GIBBS sampling with the computationally efficient ARS algorithm.

2 Patients and Methods

Data were collected from a case series of 2210 breast cancer patients out of 2232 hospitalized at Istituto Nazionale dei Tumori di Milano who underwent conservative surgery (that is, quadrantectomy) and axillary lymph node dissection followed by radiotherapy (QUART) (cfr: Veronesi et al, 1995). The end-point was event-free survival (local recurrence, distant metastases, other priomary tumor, death). The predictors were well known prognostic factors available in the dataset: age at diagnosis (year) and tumor size (cm) (continuous variables); nodal status (4 categories: N-, 1 N+, 2-3 N+, ≥4 N+) histologic type (3 categories: infiltrating intraductal component or infiltrating lobular component (IDC + ILC), extensive intraductal component, EIC; other histologies), tumor site (2 categoris: external, internal or central). The continuous covariates were categorized according to conventional clinical criteria. We considered two general models: a “standard” PE model, where only the baseline hazard function was smoothed, and a varying coefficient model with a time dependent effect of tumor size. For the former model, the time axis was partitioned in 18 intervals of 1 year length; For the latter one, the follow-up period was truncated to 15 years, due to the insufficient number of events occurred at late follow-up times to patients within each tumor size category.

Concerning the smoothing method, the hazard function of the standard PE model was expressed by a piecewise constant function (corresponding to a B-Spline of degree 0), in the above partition of time axis. In the varying coefficient model, a time-dependent effect of tumor size was specified including in the model a 0/1 dummy variable for each of the five categories of
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tumor size (the intercept was thus omitted). Then, a series of 15 time-varying coefficients (one for each interval of the partition of the follow-up) was specified for each indicator variable (see, e.g., Lambert and Eilers 2005).

Non informative (diffuse normal) priors were chosen for regression parameters (n=14). Hazard parameters (n=18 for the standard PE model, n=75 for the varying coefficient model) were expressed on log-scale, and Random Walk (RW) priors of order two and three were adopted for them (for details here and thereafter see the methodological note below). In particular, in the time-varying coefficient model five RW priors were specified, one for each category of tumor size.

For the smoothness parameters: \( \tau^2 \); several non-informative priors, corresponding to standard specifications in hierarchical regression and Bayesian P-splines, were adopted

\[ \beta \sim \pi \beta; \quad \alpha | \tau^2 \propto \exp(-\tau^2/2\alpha'P\alpha); \quad \tau^2 \sim \pi. \]

where the conditional prior (Multivariate Normal) of the hazard parameters: \( \alpha = (\alpha_1, \ldots, \alpha_H)' \) depends on the penalty matrix \( P \) and on a smoothing parameter \( \tau^2 = 1/\sigma^2 \). Consequently, \( \tau^2 \) is related to variances/covariances of hazard parameters and at the same time governs the amount of smoothing.

Since \( P \) corresponds to a finite difference penalty matrix, the above prior is equivalent to a Random Walk prior. Notably, this is essentially an auto-regressive Gaussian prior with rank-deficient covariance matrix and thus cannot be sampled directly. To specify the prior a reparameterization of the penalty matrix based on Gaussian Markov Random Fields theory was used; for details see (Fahrmeir, Hennerfiend 2003) and related literature.
3 Results
The models were fitted without incurring in convergence problems. Standard diagnostic techniques showed appreciable mixing properties of the Markov Chains, both for model parameters and for their functions (survival function), and showed autocorrelations rapidly approaching zero. A slower convergence of autocorrelations was shown only by the priors of the smoothing parameters, so that thinning was set to 5 for obtaining the final estimates.

For the standard PE model we fitted 10 different models with different specifications of priors and penalties (methods section). Since the shape of the hazard function is equivalent for each combination of covariate values (in a model without time dependent effects), we reported as example the estimated hazards for a patient with a specific low-profile risk. The estimates of the hazard function (Fig. 1) were practically undistinguishable. The shape resulting from Fig. 1 showed a major peak within the third year of follow-up, followed by a non constant trend, in which two other peaks could be noticed. This behavior is consistent with accepted clinical knowledge on breast cancer casistics, although the accuracy of estimates is rather low, especially in the later follow-up period.

![Figure 1: estimated hazard for the standard PE model.](image)

The statistics for model comparison were reported in table 1. No relevant differences emerged in terms of model fit (deviance), effective degrees of freedom (pD) and therefore in terms of overall adequacy (DIC). Thus, in the present example the choice of different priors and/or penalties had a negligible influence on posterior estimates.

The estimated hazard functions from the varying coefficient model were reported in Fig. 2. As in the previous case, the results were very robust with respect to priors and penalties; thus for sake of simplicity the estimates of only one model were reported in the figure. The most relevant patterns were shown for higher values of tumor size: from 1.1-1.5 cm to >2.0 cm. A high peak after the second year of follow-up may be seen in each case. For tumor size between 1.6 and 2.0 cm a second evident peak may be seen at the 10th year of follow-up. These characteristics are,
again, consistent with the clinical experience, even though the estimates for tumor size >2.0 cm were inaccurate, due to the low number of patients in the respective sub-group.

<table>
<thead>
<tr>
<th>Prior</th>
<th>Second order difference penalty</th>
<th>Third order difference penalty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dbar</td>
<td>pD</td>
</tr>
<tr>
<td>Uniform(0,100)</td>
<td>2844.3</td>
<td>23.6</td>
</tr>
<tr>
<td>I.Gamma(1,1)</td>
<td>2842.9</td>
<td>25.5</td>
</tr>
<tr>
<td>I.Gamma($10^{-4}$,10^{-2})</td>
<td>2844.2</td>
<td>23.4</td>
</tr>
<tr>
<td>I.Gamma($10^{-4}$,10^{-4})</td>
<td>2844.7</td>
<td>23.3</td>
</tr>
<tr>
<td>I.Gamma($10^{-6}$,10^{-6})</td>
<td>2844.9</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Table 1: Assessment of model adequacy for standard PE models. Dbar = deviance. Pd = effective degrees of freedom; DIC = Deviance Information Criterion.

Figure 2: estimated hazard s for the varying coefficient model. Reported in the figure is the hazard function for a patient with the same covariates as in fig. 1, except for tumor size. Black solid lines: posterior means; dotted lines: 95% credibility intervals.

4 Discussion
As discussed in the previous work (Marano, Boracchi, Biganzoli 2014), the estimation of the PE model through Bayesian P-spline techniques provides a practical alternative for regularized estimation of survival regression models. The major advantages over other methods are:

1) a unified theoretical framework for assessment of prognostic covariate effects, assessment hazard functions, and prediction. In particular, in the frequentist setting, confidence intervals of model parameters and their functions are derived under non-standard theory.

2) estimation may be performed by general software routines for fitting mixed models (here: the ARS algorithm implemented in WinBUGS).

In this work we focused on the estimation of pre-specified regression models in a large case series with a long follow-up period. The results were in agreement with clinical knowledge, thus suggesting that the estimation method has a good reliability in our example.
Estimates of regression coefficients and hazard functions were very robust with respect to the specification of the smoothing components of the model (priors for the smoothing parameter, penalty matrix). By gathering these results with the previous ones we conclude that the sensitivity with respect to the priors above can affect only the estimates of the hazard function, and that biased results are more likely to occur when the sample is small.

The low frequency of events occurring at later follow-up times had some influence on the efficiency of MCMC sampling algorithm: in fact, we were forced to truncate the follow-up period to 15 years for avoiding hard convergence problems. However, MCMC diagnostics evidenced no further problems after the truncation. The low frequency of events also affected the accuracy of hazard estimates, as reported in the previous section. Thus, higher or more specific casistics are needed for a better evaluation.

Overall, the proposed method can extend in a practical way the tools available for the flexible modeling of survival functions allowing the study of the disease dynamics in complex frameworks like cancer follow-up studies.
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Abstract

Transcription control plays a key role during development and disease with trans-acting factors (TFs) regulating expression of genes through DNA interaction. ChIP sequencing is widely used to get the genome wide binding profiles of TFs in a cell type of interest. The reduction in cost of sequencing and the technological improvement has resulted in vast amount of ChIP sequencing data accumulating in the public domain. The ENCODE consortium alone provides 690 publicly available ChIP sequencing data sets across 91 human cell types. We performed a multi-faceted bioinformatics analysis of this data to unravel diverse properties of TFs in the cellular context. Specifically, we characterised genomic location as well as sequence motif preference of the factors. We demonstrated that the distal binding of factors is more cell type specific than the promoter proximal. We identified combinations of factors acting in concert at distinct genomic loci. Finally, we highlighted how this data is of value to associate novel regulators to disease by integrating it with disease-associated gene loci obtained from GWAS studies.

1 Scientific background

Chromatin immune-precipitation followed by high throughput sequencing (ChIP-seq) has become the standard method for identifying the binding sites of transcription factors and chromatin modifiers at genome-wide scale. As the data generation is now becoming a routine and the bottleneck has shifted to computational analysis of this data. This explosion of data has therefore led to a new path of discovery moving the field from hypothesis-driven to data-driven analysis. The ENCODE consortium [1] has been one of the leading projects which used same data generation and analysis quality control procedures across multiple labs worldwide to generate diverse genome-wide datasets across human cell types. It has so far produced 690 ChIP sequencing samples for transcription factors and transcription regulators, using 189 different antibodies (163 targeted factors) in 91 cell lines under different cell treatments. The combination of high experimental standards with extensive data release renders this ENCODE dataset invaluable for the scientific community, and serves as model for many other consortia. Notably, the ENCODE released 690 uniformly processed peak files as well as one track combining the peaks at the UCSC genome browser, frequently used by many labs world-wide. We performed a systematic analysis of this data to understand diverse aspects of transcription control across human cell types.
2 Materials and Methods

Peak lists from ENCODE ChIP sequencing experiments were downloaded from http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeAwgTfbsUniform/. For each peak, distance to the closest TSS was obtained with bedtools [2] from the list of TSS provided by GENCODE (v21) [3]. Overlapping peaks in the 474 experiments done in the six cell lines with over 35 experiments were merged using bedtools, to obtain a binary matrix of 553,211 non overlapping genomic regions x 474 experiments. Two subsets of this matrix were isolated according to distance to the closest TSS: a matrix containing the 300,901 regions at less than 1 kb from the closest TSS and a matrix containing the 144,514 regions at more than 10 kb from the closest TSS. Pearson correlations were then calculated between each pairs of experiments, and the resulting correlation matrices were clustered according to the method described in [4]. From the original matrix containing 553,211 non-overlapping regions, we compute for each cell line Transcription Factor (TF) density in each regions by dividing the number of factors with a peak in that region by the total number of ChIP sequencing experiments done in that cell line, to obtain a matrix of 553,211 regions x TF density in six cell lines. K-means clustering of the regions lead to the identification of 417,597 lowly bound regions in all cell line, while other regions shown high TF density in one, two or all cell lines. The sequence motif enrichment was performed using HOMER [5]. A list of significantly disease associated regions were downloaded from https://www.ebi.ac.uk/gwas/. P values were calculated using Bonferroni-corrected hypergeometric test. The enriched combinatorial patterns were calculated by generating random binding data keeping the same number of peaks for each factor and the significance was estimated compared to 100 randomizations.

3 Results

The ENCODE consortium has generated ChIP sequencing data for transcription factors and transcription regulators providing 690 uniformly processed peak files. These samples were generated using 189 different antibodies (163 targeted factors) in 91 cell lines, with some samples under cell treatments and each sample typically results from merging the analysis of at least two biological replicates. The number of peaks for a factor in a cell type ranges from few hundred to tens of thousands of peaks. ZNF274 in HeLa-S3 cell type has the least number of peaks called (n = 74) while CFOS in MCF10A cell line has the most number of peaks called (n= 91,953) in this compendium. Here we elaborate diverse aspects of transcription control investigated using this data as well as integrating it together with other genome-wide datasets.

3.1 Genomic location binding preference of transcription factors

We annotated all peaks from the 690 ChIP-seq datasets using the closest transcription start sites identified by GENCODE (v21) [3]. We then quantified the number of peaks overlapping a TSS as well as the fraction of peaks localised more distally from a TSS. All patterns can be grouped largely into five groups where peaks from group 1 and 2 peaks are preferentially found at distal regions while peaks from group 4 and 5 are preferentially found at promoter proximal regions. Group 4 contains experiments with at least 50% of peaks (Figure 1 B) overlapping a TSS. This includes various forms of RNA polymerase II as well as classical promoter associated transcription factors such as ELK1 or BRCA1. This group defines factors with high affinity for promoters that may play a role in TSS specification. On the other hand, group 1 constitutes of experiments where only about 10% of peaks overlapped a TSS (Figure 1 experiments at the top of the plot). This group includes factors such as CTCF, RAD21, SMC3, and CEPB known to be bound to distal regulatory regions acting as enhancers or insulators. Group 2 and group 5 experiments have less than 50% of peaks at TSS, and include factors such as EZH2, POU2F and BHLHE40. Group 3 consists of two smaller clusters constituted of experiments where peaks were not symmetrically spread between downstream and upstream of TSS.
Green labelled experiments (Figure 1A) have more peaks located downstream of a TSS than upstream. It includes ChIP sequencing experiments for the elongation specific Pol2 phosphorylated on serine 2, as well as ChIP-seq against ZNF274 which is known to bind preferentially to 3’ end of zinc finger genes [6]. On the other hand, magenta labelled experiments (Figure 1A) constituted of experiments with more than 50% of peaks upstream a TSS. It include RNA polymerase III and its co-factor TFIIIC (and to a lesser extent RPC155 and BRF1). The upstream location of these factors might be due to the presence of unannotated RNA pol III transcribed genes in intragenic regions. In several cases, ChIP against the same factor but in a different condition (either another cell line, another treatment, another antibody, another library preparation protocol or another laboratory) were found in different categories. For example, c-Fos ChIP-seq done by the Yale laboratory in GM12878 cells was found in the first group while those done by Harvard, UCSC or Yale in MCF10-A, HUVEC and HeLa-S3 were in the third group. Understanding whether these situations reflect biological differences or experimental artefacts will need further investigations.

Figure 1: A. For each ChIP sequencing experiment, the proportion of peaks overlapping a TSS is represented in white, the peaks upstream the closest TSS are in blue, while peaks downstream a TSS are in red. The green side bar indicates experiments with more than 50% of peaks upstream a TSS. The magenta side bar designates experiments with more than 50% of peaks downstream a TSS. The black to white side bar correspond to experiments with respectively more to less peaks distal from a TSS. B. k-means clustering of the data in A. Colour code corresponds to fraction of peaks, from low (0=white) to medium (0.25=yellow) to high (0.5=red).
3.2 Bound regions distal to a TSS are cell line specific

Figure 3: Correlation matrix across all ChIP-seq experiments in the six main ENCODE cell lines. For each pair of experiments, Pearson correlation coefficient was computed between peak lists. Then the correlation matrix was clustered. Side colours correspond to each cell line. A. Correlation matrix for peaks close to a TSS (< 1 kb). B. Correlation matrix for peaks far from a TSS (> 10 kb).

Figure 2: Clusters of genomic regions with high TF density across 6 cell lines. For each non overlapping regions, we computed the proportion of ChIP-seq experiments done in one cell line with a peak in that region. Clusters were identified by k-means clustering. For visibility, a big cluster of low TF density in every cell type is not shown (417,597 regions). Top colors bars represent the fraction of regions localised at a TSS (white), upstream a TSS (blue) or downstream a TSS (red).
In the ENCODE dataset, six cell lines contain more than 35 ChIP-seq experiments (A549, GM12878, H1-hESC, HeLa-S3, HepG2, and K562), with a total of 474 experiments. From the 553,211 regions bound by at least one factor in the 474 experiments, 300,901 are promoter proximal (<1 kb from the nearest TSS), and 144,514 are far from any TSS (> 10 kb). We calculated the Pearson correlation coefficient between each pair of peak lists for the promoter proximal regions (Figure 2A), and for the distal regions (Figure 2B). The hierarchical clustering of the resulting correlation matrix for each of the two sets demonstrated that promoter regions share binding sites of many more factors compared to the distal regions. Moreover, the factors studied in same cell type clustered together more often at the distal regions than at the promoter regions (Figure 2). The promoter landscape represents three main clusters: a CTCF/SMC3/RAD21 cluster, a large multifactor cluster including diverse factors, and the third cluster with very low correlation scores, which includes the aforementioned ZNF274 together with repressive complexes such as EZH2/SUZ12 and SETDB1/KAP1. This cluster also includes c-MYC ChIP-seq experiment in untreated H1-hESC by UTA. Other c-MYC samples do not cluster together with this sample putting its experimental quality into doubt. At distal regions, the CTCF/SMC3/RAD21 cluster remains intact but many other experiments clustered according to their cell line of origin, meaning that TF binding at distal regulatory regions tends to be cell line specific.

### 3.3 Combinatorial control of regulators

Mammalian transcription factors are known to work together by binding at the promoter or enhancer regions to activate or repress downstream target genes. To unravel if some regulators are preferentially binding together genome-wide, we built a M*N matrix of all binding events (peaks) in a cell type where M represents the genomic loci bound by at least one factor in that cell type and N being the number of factors studied by ChIP sequencing in that cell type. We build a matrix for each of the six cell types (A549, ES cells, GM12878, HeLa, HepG2 and K562) with N of more than 30. Each cell type has 2N-1 combinations of binding patterns possible. We then evaluated likelihood of frequency of combinatorial patterns to occur by chance by comparing to 100 random datasets generated such that the total number of binding events for each factor was preserved (Table 1). This analysis re-discovered the transcription factors of the same family (e.g. USF1 and USF2 in ES cells) known to bind to overlapping genomic locations due to highly similar sequence motifs or the components of known complexes or well studies interactions (e.g. SUZ12, EZH2). CTCF, RAD21 and ZNF143 form a part of cohesin complex and cluster together in the global clustering considering all peaks. Accordingly, they were enriched across multiple cell types. Interestingly, there are a number of cases of combinatorial control where the two factors do not share most of the binding sites therefore do not cluster together in the global clustering tree (Figure 2A) but are significantly co-occupying a relatively small but statistically significant number of gene loci. For example, GTF2F1 and CTCF co-bind 2,233 loci in K562 cell line (P value < 1e-256) and these loci are not occupied by any other factor of 150 factor studied. Similarly, in ES cells, 957 genomic loci are co-occupied only

<table>
<thead>
<tr>
<th>rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A549</td>
<td>HDAC6, P300, ELF1, ETS1</td>
<td>ATF3, BRF1</td>
<td>RNA pol2, CTCFL</td>
</tr>
<tr>
<td>GM12878</td>
<td>SAP30, TAF7</td>
<td>STAT5A, BRG1</td>
<td>P300, ETS1</td>
</tr>
<tr>
<td>H1-hESC</td>
<td>RAD21, ZNF143</td>
<td>BACH1, MAFK</td>
<td>USF1, USF2</td>
</tr>
<tr>
<td>HeLa-S3</td>
<td>EZH2, RNA pol2</td>
<td>GTF2B, NR2F2</td>
<td>RNA pol2, RBBP5</td>
</tr>
<tr>
<td>HepG2</td>
<td>TAF1, TAF7, TEAD4</td>
<td>SAP30, ATF1, ATFB</td>
<td>PU1, STAT5A</td>
</tr>
<tr>
<td>K562</td>
<td>GTF2F1, CTCF</td>
<td>HDAC1, CJUN</td>
<td>E2F6, CTCF</td>
</tr>
</tbody>
</table>

**Table 1:** Top 3 significant associations between factors in 6 human cell lines. All associations were predicted at very high significance (all P values < 1e-256).
by RAD21 and TEAD4 (P value < 2.1e-37). In GM12878, ETS1 co-occupies 1090 binding sites only with EGR1 (P value < 1e-256) and 1249 binding sites only with P300 (P value < 1e-256). This postulates site specific role for these combinatorial interactions shadowed by the global analysis approach.

3.4 Sequence motif preference of factors

To investigate the sequence motif preference of each factor characterized by ChIP sequencing experiment, we identified the enrichment of known motifs in the peak list using HOMER [5]. As expected, for many experiments, the analysis resulted in detecting the sequence motif specific to the factor as the top motif enriched for the factor. For example, a CTCF motif (AYAGTGCCMYCTRGTGGCCA) was top motif of all CTCF ChIP sequencing experiments across 68 cell types. This confirms the quality of the data for downstream characterization. Importantly, CTCF ChIP sequencing in different cell types did not result in enrichment of sequence motifs of cell type specific factors. This demonstrates that CTCF acts mainly as an insulator as well as defining gene regulatory boundaries which are largely independent of cell type. Similarly, the majority of RNA polymerase II experiments across multiple cell types identified ETS as a top enriched motif with only a handful of cases with a cell type motifs enriched such as GATA motif enriched in K562 RNA pol II sample or BZIP motif enriched in HeLa-S3 RNA pol II sample. In ESCs, OCT4- Sox2-TFC-NANOG motif was enriched for the ChIP sequencing of OCT4 and NANOG as expected, moreover this motif was top enriched in P300, BCL11A, HDAC2 and CTBP2 samples as well.

3.5 ChIP sequencing binding overlap with disease susceptibility loci

The ENCODE consortium has demonstrated that a large number of intergenic disease associated gene loci are located in the regulatory regions defined by chromatin modifications and DNase I hypersensitive sites across cell types. To systematically analyse overlap of transcription factors binding loci with Genome Wide Association study (GWAS) high confidence hits., Overlap of GWAS hits with ChIP-seq peaks was calculated and the significance of overlap was estimated using bonferroni corrected hypergeometric test. Three of the 690 ChIP sequencing samples: BRCA1 bound loci in GM12878 (2% of peaks), NELFE bound loci in K562 (2.1% of peaks), HDAC8 bound loci in K562 (2%) showed statistically significant overlap with GWAS disease associated loci. All three protein have a well-studied role implied in cancer. As expected, the majority BRCA1 bound loci overlapped with the disease loci identified in breast cancer. Interestingly, 37 BRCA1 target loci overlapped with inflammatory bowel disease. BRCA1 also functions as an important mediator of innate immunity and BRCA1 gene therapy reduces systemic inflammatory response [7]. 12 BRCA1 target loci overlapped with genes linked to childhood obesity. In line with this, it has been shown that without BRCA1, muscle cells store excess fat and start to look diabetic [8]. Taken together, the analysis of transcription targets using ChIP sequencing overlapping with disease associated loci has a power to identify novel factors controlling the disease phenotype.

4 Conclusion

As the next generation sequencing tool is becoming readily available to the experimental groups world-wide, the major challenge lies in computational analysis of this large resource.

This data can be analysed in a plethora of ways integrating together with other datasets, to obtain unexplored biological insights as yet. The ENCODE consortium has taken a big initiative to provide a uniformly processed dataset to the scientific community for computational data integration and analysis. This easy accessibility of pre-processed data facilitates generation of novel biological hypotheses from this resource.

In this paper, we demonstrate five ways of analysing this resource integrating it with other data resources. These approaches have a potential to develop new hypotheses about transcriptional control mechanisms. We both reproduced and expand some observations previously made in ENCODE.
companion papers such as [9], and we also developed novel analytic approaches. This shows that the in depth analysis of ENCODE data is still far from complete and must be continue. Importantly, all the analysis performed here can be readily transferable to the exploitation of ChIP-Seq datasets in other cellular systems, and thus have the potential to significantly advance our understanding of a wide range of both normal and pathological cellular processes.
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Abstract. Single cell analyses allow the study of cell-to-cell variation within mixed cell populations, and recently new computational tools are being developed that allow scientists now to study cell differentiation into greater detail using automated data mining methods. While single cell data (e.g. obtained by flow cytometry) used to be analyzed mainly manually by biological experts, recent advances such as mass cytometry and single cell RNA sequencing are generating large and high-dimensional data that call for automated and unbiased analysis. In this paper we present new methods for the unsupervised analysis of single cell data. We start out by introducing recent visualization techniques and further build on these concepts to define new graph-based methods to infer cell differentiation from single cell cytometry data.

1 Scientific Background

In the bone marrow, stem cells mature into different precursor cells that further develop into different terminal cell types in a coordinated fashion. For hematopoietic stem cells, it is generally assumed that early precursors such as long-term hematopoietic stem cells (LT-HSC) can differentiate into short-term hematopoietic stem cells (ST-HSC) and that these in turn can differentiate into either common myeloid progenitor cells (CMP) or common lymphoid progenitor cells (CLP). Each of these lineages then further differentiates into more mature cell types ending up in a final, mature cell type. To study cell differentiation at the single cell level, traditional flow cytometry methods offer a high-throughput platform that typically measures the presence of 10 up to 20 cellular markers on millions of cells. However, recent advances in cytometry such as mass cytometry, which measures up to 40 markers, and single cell RNA sequencing greatly increase the amount of parameters that can be measured for each single cell.

Traditional analysis of flow cytometry data is done by examining the data using two-dimensional scatter plots. However, as the number of parameters describing each cell has drastically increased, manual analysis of such data is becoming infeasible, and novel computational visualization techniques such as SPADE\textsuperscript{[1]}, Visne\textsuperscript{[2]} and FlowSOM\textsuperscript{[3]} have been proposed. As an example, Figure 1 shows the result of the FlowSOM visualization of flow cytometry data regarding mouse hematopoietic stem cells differentiating into common myeloid and lymphoid progenitors. In this visualization, each circle represents a cluster of similar cells, and larger cell types are represented as different branches in a minimal spanning tree representation. While FlowSOM is clearly able to separate known cell types, we can only infer in a limited way information about the underlying cell differentiation process. Reading the figure from top to bottom we are able to see that LT-HSC cells are closely related to ST-HSC cells, and that CLP’s branch off on the left
Figure 1: FlowSOM representation of early hematopoietic stem cells. Each node represents a group of similar cells. On the left hand side, a manual annotation of the cells (shown as different colors) is visualized. FlowSOM is clearly able to group known cell types in similar branches of the minimal spanning tree representation. On the right hand side, the mean fluorescence intensities for all measured cell parameters are indicated. Slight variations in marker intensities for a single cell type can be noticed.

hand side, while CMP’s branch off on the bottom side. However, no concrete ordering of these cell types regarding developmental order can be derived from such visualizations.

To better understand and model the underlying cell differentiation process, we here propose a new unsupervised learning technique that we refer to as trajectory inference. Trajectory inference bears many resemblances to several techniques in different fields, but its specific characteristics call for an extension of the current types of unsupervised learning techniques to model it in an adequate way. To define the problem, imagine a simplified dynamic process underlying hematopoietic stem cell differentiation, where cells start as LT-HSC’s (state 1), evolve to ST-HSC’s (state 2) and subsequently branch into two separate pathways, finally leading to CMP’s (state 3) or CLP’s (state 4). Figure 2(a) shows a simplified state diagram representing this developmental process. While transitioning from state 1 to 2, certain aspects of the cells change, e.g. increasing values of markers 1 and 2 (Figure 2(b)), and e.g. while transitioning from state 2 to 3 marker 1 starts to increase more and marker 2 decreases.

As hematopoietic stem cells evolve in a continuous manner with many cells being involved in the process, a single snapshot of the developmental system can be presented in Figure 2(c), assuming for simplicity that cells only have two markers. Ideally, when all intermediate cell states would be known, it would thus be possible to write down the sequence followed from the most immature state (state 1) to the most mature state (state 3 or 4), further referred to as a trajectory. However, as there is still a lot of uncertainty about the developmental trajectories that cells follow in the case of hematopoietic stem cells, but also in general, it would be interesting to infer such trajectories automatically from data represented in Figure 2(c) using computational methods. This will provide novel hypotheses about cell differentiation, possibly revealing new intermediate cell stages and unexpected changes in marker expression.

The inference of trajectories from data like in Figure 2(c) (mixed cell data from a single snapshot), although related to many existing fields in computational modelling, is a relatively new problem with particular challenges. First, the problem is more general than just a clustering or density estimation problem, as the transitions between the
states are smooth and gradual, and the underlying trajectory rather defines a continu-
ouss path related to the intrinsic time component of the underlying dynamic process. It should be noted that this ‘developmental’ time component should be retrieved from the data, which could be deceptive, as illustrated by the cells X and Y in Figure 2(c). These cells, although close in terms of Euclidean distance, are still far away ‘developmentally’, i.e. when traversing the blue line from X to Y according to the underlying trajectory. Secondly, the problem is more general than state-transition models such as Hidden Markov Models (HMMs) since these assume input that is already ordered along the different states. However, this is exactly what we want our algorithm to present as output, rather than input, since we only have unordered data. Finally, the problem is also more general than general function estimation, as the underlying state transition diagram need not be linear, but may contain branching events, leading to hierarchical or tree-like structures, or more general to any graph-like structure.

2 Materials and Methods

In this work, we present a new computational method to identify trajectories from data given cells representing the most immature and mature cell states. Our method extends the Wanderlust algorithm [4] that is capable of detecting single, linear trajectories where all cells must evolve to the same mature cell type.

In section 2.1, we explain shortly how Wanderlust is capable of constructing a single trajectory in unordered data. In the next section, we formulate our solution to infer branched trajectories from unordered data.

2.1 Inferring a single, linear trajectory

Theoretically, a trajectory can be seen as an ordering of cells, sorted according to their developmental order. Immature cells are thus sorted before mature cells. Cells that are developmentally close will be close in distance, but the opposite is not necessarily true, as was illustrated above in Figure 2(c). The Wanderlust algorithm aims to solve this by representing the data as a k-nearest neighbour (knn) graph such that only developmentally close cells are supposed to be connected. However, due to noise it is still possible that cells that are developmentally far away are connected. To handle this, an ensemble is created consisting of n graphs where in each graph each node contains l edges (l < k) that are randomly chosen from the k edges present in the knn graph, resulting in nl-knn graphs.

Wanderlust creates a trajectory by ordering all cells according to their similarity to the starting cell. This cell typically represents the most immature cell, which should be provided as input to the algorithm. The similarity is then defined as the distance
of each cell to the starting cell in the $l$-knn graph. As this is done for each graph in the ensemble, we have $l$ trajectories. The final one is obtained by averaging each cell’s distance across all $n$ $l$-knn graphs. The most restrictive assumption of this algorithm is that all cells must follow one and the same trajectory. This is a necessary assumption as the cells are ordered with respect to their distance to the starting cell of the trajectory. In the following section, we will formulate a solution that relaxes this constraint, and allows to infer branching trajectories.

### 2.2 Inferring branched trajectories

Our solution to infer multiple trajectories from unordered data is given in Figure 3. As input, we not only use a starting cell representing the most immature state, but also one end cell for each mature state. Using this information, we first assign each cell in the dataset to one or more trajectories, each trajectory going to one end cell. Once this is done, we can apply the original Wanderlust algorithm and aggregate the results in one final trajectory per mature state.

Assigning cells to a trajectory is done by clustering the data with k-means using a large amount of clusters (overclustering). In these clusters, we find the ones to which the given end cells belong to. This allows us to represent each mature state not only with one end cell, but with all the cells in the cluster: the representatives. In the next step, we determine for each representative the edges of the shortest path to the starting cell, resulting in a collection of edges for each mature state. Then for every cell, we determine the edges of the shortest path to the start cell and compare it to the edge collections resulting in the detection of the most similar collection. This comparison is done by determining the amount of overlap. Knowing the most similar collection, we also know the most similar end cell, and accordingly we also know that this cell should be assigned to the trajectory going from the start cell to this end cell. Using this approach allows for a cell to belong to multiple trajectories as the overlap for different edges collections can be the same. This will for example be the case for the first (common) part in the trajectory of hematopoietic stem cells, where all cells first transition from the LT-HSC to the ST-HSC state.

Due to the usage of the ensemble of graphs, we have for each mature state $n$ possible
trajectories. The next task is to reduce this amount to one per mature state. This is done by taking the best trajectory. To quantify this without using extra information, we add a regularisation procedure by using the fact that changes between the states in the trajectory are gradual. Due to this property, the curves representing the parameter values of the cells along the trajectory (Figure 2(b)) must be smooth. More specific, if these curves contain large jumps (e.g. see Figure 3), there is a high probability that not all cells are included or the ordering is wrong. Concretely, we calculate the difference of these curves with their smoothed version and the trajectory with the smallest difference is the best one. As a result, we have one trajectory per mature state.

3 Results

We evaluated our algorithm on the use-case of early hematopoietic stem cells, obtained from traditional flow cytometry data concerning 4647 mouse bone marrow cells that evolve from LT-HSC’s to ST-HSC’s, and then further to CLP’s or CMP’s. The cells can thus follow two trajectories, both of which are expected to include the LT-HSC and ST-HSC. Our data set includes measurements of five surface markers: CD$^{34}$, CD$^{16/32}$, CD$^{117}$, CD$^{127}$, and Sca-1. Only for a few of these markers it is known which values they have in the different cell states [6], indicated in Figure 4(a). By forming a trajectory from the unordered data, we will evaluate to what extent our algorithm recovers these marker trends automatically, and how and when other changes happen.

To validate our algorithm, we made use of manual cell annotations that were provided by a biological expert. A simple way to visualize the resulting trajectories is to plot the amount of a particular cell type during an interval (e.g. 20 cells) in the trajectory, leading to a density function. This leads to two plots, one for each trajectory, where each plot contains four curves representing the density of the four different cell types present. This can give us an idea of the correctness of the assignment algorithm as it shows the cell states that are traversed by a trajectory. Another way to visualize the resulting trajectories is to plot the curves representing the marker values of the cells along the trajectory as done in Figure 2(b). This results in two plots, one for each trajectory, where each plot contains five curves, one for each marker value. A way to evaluate the result, is to compare these curves with the known theory in Figure 4(a). It is thus required that e.g. in the beginning the curve representing the marker CD$^{34}$ must be low followed by a part where it is gradually increasing to a high value.

As input, the algorithm takes one starting cell (a LT-HSC cell) and two end cells (a CLP and CMP cell). These are chosen by relying on the theoretical feature values and are indicated for us by the biologists. The result of the algorithm is given in Figure 4(b). On top, we see the density of the different cell states along the calculated trajectories. From this, we can conclude that the algorithm takes the correct cells for each trajectory because for the trajectory going to the end cell representing CLP’s, the cell states LT-HSC, ST-HSC and CLP are traversed consecutively and for the trajectory corresponding to the end cell representing CMP’s, the cell states LT-HSC, ST-HSC and CMP are traversed consecutively. This corresponds with the theoretical trajectory in Figure 4(a). When looking at the bottom of Figure 4(b), we can also conclude that the trajectory is correct because in the beginning we see for example an increase in the feature CD34 corresponding to the transition from LT-HSC to ST-HSC as indicated in Figure 4(a). As the cells are assigned to the correct trajectory and they are ordered in the correct way, we can conclude that our algorithm is able to infer these trajectories in an automatic way.

Note that in the top left part of Figure 4(b) the length of the interval where the CLP
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Figure 4: Part (a) shows the theoretical branched trajectory for early hematopoietic stem cells. Part (b) shows the density of the different cell types and the marker values (parameters) of the cells along the trajectory going to CLP’s (resp. top and bottom left), and to CMP’s (resp. top and bottom right). The X-axis shows all 4647 cells ordered from the most immature to the most mature state.

density is high, is very small in comparison to the length of the interval where the ST-HSC density is high. This has the simple reason that there are just far more ST-HSC’s present in the data than CLP’s (2192 versus 122). This phenomenon is also present in the bottom left of Figure 4(b) where the feature values for CLP’s are only shown in a short interval. A nice extension would thus be to automatically detect the different cell states and rescale the axis.

4 Conclusion

In this paper, we proposed a graph-based approach to infer branched trajectories from mixtures of single cell data. Our approach extends the Wanderlust algorithm [4] that was only able to model a single trajectory. Our new algorithm now allows researchers to model multiple, branched trajectories, and the first results on a case study of early developing hematopoietic stem cells confirms that our algorithm is able to infer existing knowledge about cell differentiation in an automatic way. These results pave the way towards other applications and more complex differentiation scenarios, likely leading to novel biological insights.
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Abstract
The advent of high-throughput (HTP) phosphoproteomics in the last decade has revolutionized the field, where hundreds or even thousands of phosphorylation sites (p-sites) are detected in a single experiment. This success is attributed to a combination of very sensitive Mass Spectrometry instruments, better phosphopeptide enrichment techniques and bioinformatics software that are capable of detecting peptides and localizing p-sites. These new technologies open up a whole level of gene regulation to be studied, with great potential for therapeutics and synthetic biology. Nevertheless, many challenges remain to be resolved, concerning the biases and noise of these omic technologies, the biological noise that is present as well as the incompleteness of the current datasets. Despite all the above problems, the currently published datasets seem to be a good sample of a complete phosphoproteome that are capable of revealing its major properties.

The biological significance of protein phosphorylation
To understand a biological system, it is not enough to know which molecules are expressed in various conditions/states. Recent advances in high-throughput proteomics and phosphoproteomics have highlighted the importance of knowing whether the expressed proteins have their molecular functions turned on/off via post-translational modifications. Phosphorylation is the most abundant reversible post-translational modification (PTM) (Krüger et al., 2006), that effectively functions as a digital switch or as a rheostat, regulating one or more functions in a protein, such as enzyme activity, subcellular localization, complex formation and degradation, among others. These effects are mediated via allosteric or orthosteric effects, such as conformational changes, regulation of order/disorder transitions, affinity change on molecular interaction surfaces (Nishi et al., 2014). It is also a key component of signal transduction. More than one switches of this kind may be present in a protein and they may be independent of each other or there may be interdependencies among them or even with other types of switches (Cohen, 2000). Previous and recent findings (Amoutzias et al., 2012; Cohen, 2002; Sadowski et al., 2013) estimate that 1/3 – 2/3 of the proteins in a eukaryotic genome are expected to be phosphorylated, whereas a protein may have only one or even up to tens of p-sites. Therefore, the combinatorics behind this process as well as the potential for complexity at the molecular level are enormous.
Mutation of only one site of phosphorylation in a key protein may have dramatic effects not only for the function of that specific protein, but also for the pathways that it is involved in, or even for the phenotype of the organism (Amoutzias et al., 2006; Papadopoulou et al., 2004). For example a point mutation in cdc28 (S42->A) results in decrease of cell size, whereas mutation of another p-site may even be lethal, within a certain genetic context, or it may rescue the lethal effect of another point mutation (Zhang et al., 2005).

Abnormal protein phosphorylation is involved in many diseases, such as cancer, diabetes, autoimmune, cardiovascular, neurodegenerative diseases, among others (Van Eyk, 2011; Gaestel et al., 2009; Iwai et al., 2010; Lim, 2005; Tan et al., 2009; Xia et al., 2008). New generations of drugs in cancer and other diseases target this PTM, whereas there is intense interest in measuring serum or blood phosphoproteomes, for improved diagnostics (Khadjavi et al., 2011). Furthermore, many Bacteria disrupt the host immune system by interfering at the phosphorylation networks of the host (Jers et al., 2008), whereas many viruses rely on host kinases to phosphorylate and regulate their proteins (Schwartz and Church, 2010). Therefore, phosphorylation appears as an extremely attractive area of research not only for understanding organismal complexity or how the cell is regulated, but also for therapeutics and even for synthetic biology. It holds the promise of manipulating molecular pathways and phenotypes, by modifying a small number of phosphorylation sites, via a few point mutations.

The advent of high-throughput (HTP) phosphoproteomics in the last decade has revolutionized the field, where hundreds or even thousands of phosphorylation sites (p-sites) are detected in a single experiment. This success is attributed to a combination of very sensitive Mass Spectrometry instruments, better phosphopeptide enrichment techniques and bioinformatics software that are capable of detecting peptides and localizing p-sites (Doll and Burlingame, 2015; Engholm-Keller and Larsen, 2013; Olsen and Mann, 2013). Nevertheless, many challenges remain to be resolved.

The challenges of phosphoproteomics

Biological noise and technical problems
A major challenge relates to the noise and quality of the generated phosphoproteomic datasets. As with any new HTP technology, data are afflicted by experimental biases and noise. The various phosphopeptide enrichment techniques capture a slice of the complete phosphoproteome and they also introduce biases (Bodenmiller et al., 2007). (Lienhard, 2008) has raised the possibility that, due to the high sensitivity of these MS instruments, biologically noisy p-sites are being detected. ‘Biological noise’, in this case, represents phosphorylation events occurring in degenerate motifs by non-cognate kinases; frequent (but of low abundance) off-target phosphorylations. Also, during the cell-lysatation process, kinases and scaffold proteins may encounter target proteins from different cellular compartments, that would not meet under normal conditions. More concern is raised by the observed low occupancy (~10%) of the majority of phosphosites for a given condition (Olsen et al., 2010). In addition, less than 20% of p-sites identified in a single phosphoproteomic experiment are up/down-regulated when a perturbation occurs (Soufi et al., 2009). (Landry et al., 2009) exploited evolutionary information to estimate that up
to 65% of p-sites in HTP experiments could be non-functional, indicating that biological noise may actually be a significant problem. Very recently and in accordance with (Landry et al., 2009; Lienhard, 2008), it was demonstrated that within a compendium of 12 HTP phosphoproteomic experiments from yeast, more than half of non-redundant p-sites were identified only once, further highlighting the problem of potential false positive or non-functional p-sites in HTP datasets (Amoutzias et al., 2012).

Another concern relates to the stringency of the criteria and algorithms used to identify phosphopeptides and to correctly localize p-sites within a phosphopeptide. Some databases, bioinformatics analyses or even prediction tools extract phosphorylation sites from supplementary material of publications without applying very stringent criteria, they mostly rely on the criteria set by each publication, which are not uniform. The general drive to publish phosphoproteomic datasets with as many p-sites as possible means that not very stringent filtering criteria are applied in some of the original publications. Nevertheless, in the last few years, this problem has been ameliorated, as more software have appeared that try to detect phosphopeptides and also localize the phosphosite, by either estimating the phosphosite correct localization probability or the Search engine difference scores (Lee et al., 2015). In parallel, more recent studies have started to adopt stringent criteria, with a cutoff of 99% probability of correct peptide identification and 99% probability of correct phosphorylation site localization.

The bioinformatics analysis of 12 phosphoproteomic yeast datasets revealed that the phosphoprotein and phosphosite overlap between two experiments from two different research groups in very similar conditions (alpha-factor treated yeast cells) was 31% and 11% respectively, whereas the overlap between two experiments of one research group in two different phases of the yeast cell-cycle were 54% and 28% respectively (Amoutzias et al., 2012; Gruhl er et al., 2005; Holt et al., 2009; Li et al., 2007). In the same direction, a 2010 study by the Proteome Informatics Research group from ABRF showed that for the same phosphoproteomic dataset, the average agreement of identified phosphoproteins and phosphosites by any two different software was ~57% and ~38% respectively (Lee et al., 2015). Clearly, the detection of phosphoproteins and phosphopeptides is still a very much protocol dependent issue.

The coming of even more phosphoproteomic datasets for a given species, in combination with more sensitive instruments, better localization software and comparative phosphoproteomics will help filter out noisy p-sites.

**Incompleteness of the datasets.**

For the best studied unicellular eukaryote that harbors only ~6.000 proteins, the baker’s yeast, a plethora of HTP phosphoproteomic experiments (performed under a reasonably wide range of conditions) has probably revealed the majority of proteins (~3800) that are regulated at some stage by phosphorylation (Amoutzias et al., 2012; Sadowski et al., 2013). Another analysis estimated that high-throughput phosphoproteomic studies have revealed about 80-90% of the unicellular yeast S. cerevisiae phosphoproteins (Beltrao et al., 2009). Yet, we are far away from identifying the majority of p-sites in that relatively simple organism. In an updated compendium of yeast phosphosites, (Sadowski et al., 2013) found that 45% of low-throughput identified p-sites were also identified by at least two independent high-throughput experiments. There are also many reports in literature where a well known p-site was not detectable by high-throughput technologies. In the
unicellular yeast, more than 70% of its whole proteome is detectable by MS/MS technology in a single experiment (de Godoy et al., 2008; Wu et al., 2011). Clearly, for a multicellular organism such as Homo sapiens, with a much more complex proteome and more transient expression patterns, the identification of its entire phosphoproteome, estimated in the hundreds of thousands of p-sites, is not to be expected in the very near future. Nevertheless, comparative phosphoproteomics from several closely related species will help us estimate how much more is missing.

The problems of evolutionary analyses
Another disturbing finding that complicates especially the evolutionary analyses of p-sites is that the precise positioning of p-sites is not always required for proper regulation (Landry et al., 2014; Moses et al., 2007). The implication is that multiple alignments of orthologous proteins are not sufficient to fully determine the conservation of a p-site in another organism. It may be the case that the phosphorylated amino acid is not conserved in another organism, but an equivalent p-site has emerged in the vicinity. Therefore, it is not enough to have the phosphoproteome of one reference organism and the multiple alignments of orthologous proteins.

The problems of predicting phosphorylation sites
The flood of HTP phosphoproteomic data has stimulated research in the field of predicting p-sites from amino acid sequence alone, or in combination with structural and other types of information (Iakoucheva et al., 2004; Ingrell et al., 2007; Mok et al., 2010; Schwartz and Church, 2010). More than 40 prediction methods have been published on this computational problem, applying artificial neural networks, support vector machines, decision trees, genetic algorithms or position specific scoring matrices, whereas a plethora of databases also exists (see two extensive reviews on this subject, Xue et al., 2010; Trost and Kusalik, 2011). There are still ongoing discussions on what is the optimal size of the sequence region around the p-site that contains enough information, without decreasing signal/noise ratio and still remaining computationally tractable for the machine learning algorithms to analyze. A crucial issue is the training datasets used for these algorithms. Abundant and high quality p-sites, as well as very good negative datasets are needed for successful implementation. Nevertheless, especially the negative datasets are very difficult to obtain, since a large fraction of the phosphoproteome of an organism remains unknown. Also, gold-standard reference datasets (both positive and negative) are needed by the community to evaluate any new algorithm/tool and compare it to existing ones. So far, the datasets used to train such algorithms suffer from noisy p-sites, poor filtering of technical and biological noise, while they do not account for the very recent finding that kinases may mistakenly phosphorylate a serine that is very close to the cognate site (Amoutzias et al., 2012; Landry et al., 2009; Lienhard, 2008).

Biological properties of the phosphoproteome
Despite all the above problems that exist, many studies have tried to understand the properties of the best studied phosphoproteome of a model organism, S. cerevisiae, either from only one or from a compendium of filtered datasets. In yeast, phosphorylation occurs most frequently in serines (81%), then in threonines (17%) whereas Tyrosines are very rarely phosphorylated (2%) (Amoutzias et al., 2012) probably due to the lack of
Tyrosine specific kinases and the presence of Threonine/Tyrosine dual specificity kinases (Manning et al., 2002; Li et al., 2007). About 90% of p-sites are identified within intrinsically disordered regions, whereas between 12-17% of psites are identified either within or in the vicinity (10 amino acids) of a conserved and characterized domain (Amoutzias et al., 2012; Iakoucheva et al., 2004). Most of the identified phosphoproteins have a small number of psites, whereas there exists a very small number of proteins with many psites. Phosphoproteins are more ancient and are under tighter regulatory control, with shorter protein half-lives, more ubiquitination, more genetic interactions and more protein-protein interactions (Amoutzias et al., 2012; Chi et al., 2007; Yachie et al., 2011). In addition, the number of phosphorylation sites in a protein has an impact on the evolution and survival of duplicated genes, especially after whole genome duplications (Amoutzias et al., 2010).

Interestingly, there is no strong correlation between the number of kinases targeting a phosphoprotein and the number of psites in that protein. A kinase may phosphorylate more than one psites in the same protein or a psite may be phosphorylated by more than one closely related kinases (Amoutzias et al., 2012; Mok et al., 2010). In addition, p-sites tend to cluster together and this is not due to false detection/localization of psites (Amoutzias et al., 2012; Moses et al., 2007; Schweiger and Linial, 2010). Despite the noise that is present in the current phosphoproteomic datasets and their acknowledged incompleteness, the conclusions of computational analyses done so far with limited datasets are not necessarily invalid. As demonstrated in (Amoutzias et al., 2012b), several conclusions remain robust, even when creating large and high-quality compendiums of p-sites. Nevertheless, efficient filtering of noise will substantially increase confidence and resolution in the results and computational analyses and will allow new discoveries.
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Abstract

Data from thousands of gene expression studies are now freely available from public data repositories. A useful approach to investigate this multidimensional data is by network analysis. BioLayout Express3D is a tool designed to transform small to large unstructured datasets into networks, and to cluster these graphs to identify groups of genes with a similar expression profile and therefore function. The transcriptional network underpinning the cell cycle has been studied extensively in a number of species using microarray technology. Previous analyses of the human cell cycle gene signature have been performed on different human cell lines identifying hundreds of transcripts which demonstrate phase-specific expression. However, comparison of the gene-sets from the different cell lines studies found that there was little overlap in the genes identified. Here we describe the application of a network analysis approach to further investigate this observation by the reanalysis of published human cell cycle data.

Background

Gene expression microarrays have been widely employed for the past decade and more to analyze genome-wide expression patterns for both basic research and clinical studies. Data derived from these experiments have been shared on public databases such as GEO (http://www.ncbi.nlm.nih.gov/geo/) and ArrayExpress (http://www.ebi.ac.uk/arrayexpress/). Analysis of such multidimensional data becomes challenging to interpret with standard statistical methods, especially in time-course experiments where pairwise comparison between groups may produce multiple overlapping lists of differentially expressed genes. BioLayout Express3D [1] is a tool designed to transform data into network graphs. Graphs are generated by first calculating a (Pearson) correlation matrix that compares the expression profile of every gene to every other gene. Relationships greater than a user-defined threshold are then used to define edges, with nodes representing a given transcript. Network graphs are laid out and rendered in either 2 or 3-dimensional space, and the MCL [2] cluster algorithm is used to identify cliques of highly connected nodes, representing genes with similar expression profiles, which may be involved in a common biological pathway or process.

The transcriptional network underpinning the cell cycle has been studied extensively in a number of species using microarray technology. Previous analyses of the human cell cycle gene signature have been performed on four different human cell lines [3][4][5][6][7]. For these experiments cell populations need to be synchronized which can be achieved in a variety of ways: double thymidine block which stops cells in S-phase, thymidine-nocodazole block which stops cells in M-phase, and by starvation which induces quiescence (G0) in cells that are then
released by adding back the serum. Each of these studies demonstrated hundreds of transcripts to be expressed in a phase-specific manner (referred to as oscillation when multiple rounds of division were observed), an intrinsic feature of a “cell cycle gene”. However, comparisons of the gene lists reported from four studies [3][4][6][7] concluded that there is little similarity in the cell cycle transcriptome across the cell lines employed [6][7]. Observations we have made suggested that this conclusion may not be correct so we decided to investigate further. Here we describe the application of the network analysis approach to investigate this question by the reanalysis of published cell cycle data.

Material and methods
Raw data derived from four cell cycle studies was downloaded from GEO (Acc. numbers: GSE52100, GSE26922) and ArrayExpress (Acc. numbers: E-MTAB-454, E-TABM-263). With the exception of Grant et al. data, which was only provided as a processed ‘series matrix’ file, quality control and RMA normalisation of CEL files was performed using oligo and affy packages [8]. Multiple probesets mapping to the same HGNC symbol were averaged to one value for each dataset. To adjust for different average intensity between studies ComBat [9], a batch correcting algorithm, was applied. A graph of the resulting dataset was generated with Biolayout Express3D with a Pearson correlation threshold of $r = 0.60$ and an MCL inflation value (which controls the granularity of clustering) set to 1.4 and pre-inflation set to 1.6. Enrichment analysis was performed with DAVID web tool [10] using Functional Annotation Clustering and selecting a reference Gene Ontology (GO) Biological Process term for each of the top significant clusters.

Results
To investigate the conservation of the cell cycle signature we downloaded raw data (see Methods) from four microarray gene expression studies [4][5][6][7] derived from the analysis of four different human cell lines: NHDF (primary fibroblasts), HeLa (cervical cancer cells), HaCat (immortal keratinocytes), and U2OS (osteosarcoma cells). Probesets were mapped to HGNC symbols which were then used as a reference for binding measurements across studies. The batch correction algorithm, ComBat [9], was used to normalize expression values across the four datasets. A graph of the data was rendered within Biolayout Express3D at a correlation value of $r = 0.60$. The graph was comprised of 708 nodes connected by 7,546 edges. The MCL algorithm was used to cluster the data into groups of genes that share a similar expression pattern. Four major clusters of genes were identified (Fig. 1A). Cluster 1 comprised of 222 transcripts, many of which were well known S-phase-related cell cycle genes including: cyclins D and E (CCND3, CCNE1 and CCNE2), CDC25A, CDC6, various polymerases (POLA1, POLA2, POD1, POLD3, POLE, POLE2), PCNA and other protein complexes necessary to DNA synthesis. Members of the GINs, MCMs, and RFCs protein families. Cluster 2 accounted for 142 genes of which several G2 and mitotic regulators such as BUB1, BIRC5, cyclins A and B (CCNA2, CCNB1, CCNB2), CDC25B and CDC25C, various kinetochore proteins (CENPA, CENPE, CENPF, CENPI) etc. These clusters including 364 genes showed consistent peaks of expression at each cell cycle event across the four studies with Cluster 1 being up-regulated consistently before Cluster 2 (Fig 1B, green and red profiles, arrows). GO enrichment analysis performed with DAVID (see methods) and further confirmed Clusters 1 and 2 to represent S-phase and M-phase-associated gene expression, respectively (Fig. 1C, top histograms). Cluster 3 was comprised of 254 genes that also showed an oscillatory expression similar to that of the genes in
Cluster 2 (Fig. 1B, blue profile). Significantly enriched GO terms in the cluster included pathways involved in metabolism and ribosome biogenesis (Fig. 1B, bottom left histogram); these pathways are likely associated with G1-phase of the cell cycle. Lastly Cluster 4 accounted for 90 transcripts and appeared to have peaks of expression at the very start of each experiment but without peaking at subsequent cell cycle events (Fig. 1B, yellow profile). GO enrichment showed significant enrichment for pro-apoptotic related terms (Fig. 1C, bottom right histogram). It is possible that this cluster reflected a stress-induced response due to synchronisation methods rather than cell cycle-related biology.
Conclusion

By querying public databases, merging data from independent studies and analyzing them with Biolayout Express\textsuperscript{30} we were able to identify a core set of cell cycle-regulated genes whose expression is conserved across four human cell lines. Of the 708 transcripts separated into four different clusters three of them, Cluster 1-3, showed consistent peaks of expression per cell cycle event across each cell line. Of these, two clusters were confirmed to be cell cycle-related by Gene Ontology (GO) enrichment: Cluster 1 was enriched in S-phase-related terms and Cluster 2 was enriched in M-phase-related terms. Expression profiles of the two clusters also neatly separated as Cluster 1 was up-regulated consistently before Cluster 2 (Fig. 1B). Cluster 3 was enriched with metabolism and ribosome synthesis-related GO terms (Fig. 1C, Cluster 3 histogram) which are pathways likely to be up-regulated during G\textsubscript{1}-phase. However its expression profile was not clearly separated from that of Cluster 2 except for the experiment with cells synchronised by serum-starvation technique. Perhaps G\textsubscript{1}-phase related expression become more distinguishable in cells entering cell cycle from G\textsubscript{0} (Fig. 1B, ‘starvation block’ experiment). Cluster 4 instead could reflect a stress-related gene expression due to synchronisation methods as peaks of expression were seen only at early time-points in each experiment and did not show up-regulation on following cell cycle events. Overall this work suggests that conservation of the cell cycle signature is more prominent than previously observed, even across transformed (HeLa and U2OS) and non-transformed cells (HaCat and NHDF). Indeed Diaz et al. found only 125 cell cycle genes conserved across studies on HeLa [3], NHDF [4] and HaCaT [6] while Grant et al. suggested an even smaller core cell cycle signature of 96 cell cycle genes when data from U2OS cells was added [7]. The large discrepancies between studies previously reported could be explained as gene lists were directly compared without re-analysis of the primary data. Re-analysis of the data is indeed crucial as the original studies used different statistical cut-offs, filtering methods etc. to detect cell cycle genes. Thus, the large discrepancies found between previous studies are likely due to variance in the original analysis methods, rather than true biological differences in the cell cycle transcriptome across cell types.
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Abstract— A D-optimal design was used to compare the effects of demographic characteristics on the risk of HIV infection amongst Gen X black women and the entire population of black women using ten year annual antenatal HIV seroprevalence data collected in antenatal clinics across the nine provinces of South Africa during the period 2001 to 2010. The data was fitted in MODDE 10.1™ using partial least squares (PLS). The results of the study showed that an increase in the age of the pregnant woman resulted in a corresponding increase in the risk of HIV infection amongst the two populations studied. However, an improvement in educational level of the entire population of black women resulted in a decrease in HIV risk. It was also observed that a pregnant woman’s transition from syphilis negative to positive resulted in a significant increase in risk of HIV infection.
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1. Scientific Background
   a. Introduction

The National Department of Health of South Africa uses the annual antenatal HIV seroprevalence survey to monitor the changes in HIV prevalence rates across the nine provinces of the country. This HIV surveillance technique was started in 1990 and is the most elaborate in Africa south of the Sahara. The annual antenatal HIV survey is the only existing national surveillance activity for determining HIV prevalence in South Africa and is therefore a vitally important tool to track the geographic and spatial trends of the epidemic [1]. The demographic characteristics captured for each pregnant woman are the pregnant woman’s age (herein called mothage), male sexual partner’s age (herein fathage), race, pregnant woman’s educational level, gravidity (number of pregnancies), parity (number of children born), name of clinic, HIV and syphilis infection. This study attempts to use a D-optimal design methodology to study HIV risk profiles between Gen X black women and the entire population of black women attending antenatal clinics in South Africa during the period 2001 to 2010.

b. D-Optimal Design

A D-optimal design is a computer generated design, which consists of the best subset of experiments selected from a candidate set. The candidate set is the pool of theoretically possible and practically conceivable experiments. In order to select the best design, the computer evaluates a selection of experimental runs according to a given criterion. The criterion is that the selected design should maximize the determinant of the matrix X’X for a given regression model. The maximization criterion explains the derivation of the letter ‘D’ in Optimal from D in determinant. The search for the best subset of experiments is carried out using an automatic search algorithm in MODDE 10.1™. The best coefficients are derived according to least squares model in (1).
\[ b = (X'X)^{-1}X'Y \]  

The three terms used to calculate confidence intervals of coefficients are the inverse of X'X, the residual standard deviation of the model and student’s t parameter. It can then be concluded that the smallest \((X'X)^{-1}\) or the largest \(X'X\) is beneficial for the precision of the regression coefficients.

The D-optimal selection of experiments may be evaluated by means of several criteria, namely condition number and G-efficiency. The condition number is a measure of sphericity and symmetry of a D-optimal design. It is the ratio of the largest and smallest singular values of the X-matrix. It can also be considered as the ratio of the largest and smallest design diagonals. For an orthogonal design, the condition number is 1, and the higher the number the less orthogonality. The aim is to make the designs as orthogonal as possible.

The second evaluation criterion is the G-efficiency which compares the efficiency, or performance of a D-optimal design to that of a fractional factorial design. G-efficiency is computed as in (2)

\[ G_{eff} = 100 \times \frac{p}{n} \times d \]  

Where \(p\) is the number of model terms, \(n\) is the number of runs in the design, and \(d\) is the maximum relative prediction variance across the candidate set.

The upper limit of the \(G_{eff}\) is 100% which implies that the fractional factorial design was returned by the D-optimal search. A \(G_{eff}\) above 60-70% is recommended.

2. Materials and Methods

a. Experimental Data

This study used national annual South African HIV seroprevalence data. The entire dataset for the period between 2001 and 2010 contained 247,843 pregnant women that attended antenatal clinics across the nine provinces of the country. However, only 190,686 individuals with complete records were included in the study.

b. Variables

The variables used in the study were pregnant woman’s age (mothage), male sexual partner’s age (fathage), gravidity, parity, pregnant woman’s educational level, pregnant woman’s syphilis and HIV status. The educational level of the pregnant women was classified as no formal education, primary education, secondary and tertiary education. The syphilis and HIV status was binary coded, with 1 representing positive status, and 0 representing a negative status.

c. Experimental Design

In this study, the aim was to use a D-optimal design to study the effects of demographic characteristics on influencing the risk of acquiring HIV infection amongst pregnant women in South Africa. The D-optimal designs are always an option regardless of the type of model to be fitted, such as first order, first order and interactions, quadratic and cubic or the objective specified for experiment such as screening or response surface model. The two advantages of using D-optimal designs over standard classical designs include standard factorial or fractional factorial designs require too many runs for the amount of resources or time allowed for the experiment and classical designs present constrained design spaces, such as design spaces that are not feasible or impossible to run. Partial least squares (PLS) projections to latent structures were used in conjunction with a D-optimal experimental design. PLS regression (PLSR) is a generalization of multiple linear regression (MLR) [2]. Unlike MLR, PLSR can analyze data with strongly correlated, noisy and numerous x-variables. In handling numerous and collinear x and y variables, PLSR enables the investigation of more complex problems in a more realistic way. The goodness-of-fit of the model is given by \(R^2\) and \(Q^2\) (cross-validated \(R^2\)). In addition to the above goodness-of-fit measures, the PLSR model has additional diagnostics such as loadings, regression coefficients and variable importance (VIP) measure.
d. PLS Model Interpretation-Loadings

The loading plots display the correlation between demographic characteristics and HIV risk. This is an efficient method for interpreting the PLS model. In model interpretation one considers the distance to the plot origin. The further away from the plot origin a demographic characteristic lies, the stronger the model impact that particular demographic characteristic has. The sign of the PLS loading indicates the correlation amongst the variables.

e. PLS Model Interpretation-Variable Importance (VIP)

The variable importance plot (VIP) represents the contribution of each demographic characteristic in fitting the PLS model for both demographic characteristics and HIV risk. VIP provides a summary of the contribution a demographic characteristic makes to the D-optimal model [2]. VIP is therefore a weighted summary of all loadings across the response. If a demographic characteristic has a relatively small coefficient (in absolute value) and a small value of VIP less than 0.08, it is a prime candidate for deletion from the D-optimal design model [3].

f. Multivariate data analysis

The annual antenatal HIV and syphilis prevalence data was analyzed using MODDE 10.1™ software (Umetrics, Umeå, Sweden). As stated above, MODDE 10.1™ was also used to generate the D-optimal experimental design. For all PLS models, the variables were centered and scaled to unit variance. Factors that did not improve the model according to cross-validation were removed before interpretation [4]. All 95% confidence intervals were calculated using MODDE 10.1™.

g. Selection of factor levels

### TABLE I. FACTORS (GEN X)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level 1 Value</th>
<th>Level 2 Value</th>
<th>Level 3 Value</th>
<th>Level 4 Value</th>
<th>Level 5 Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mothage (years)</td>
<td>20-27</td>
<td>-1</td>
<td>28-33</td>
<td>-0.5</td>
<td>34-38</td>
</tr>
<tr>
<td>Fathage (years)</td>
<td>15-22</td>
<td>-1</td>
<td>23-32</td>
<td>-0.5</td>
<td>33-37</td>
</tr>
<tr>
<td>Gravidity</td>
<td>0-1</td>
<td>-1</td>
<td>2</td>
<td>-0.5</td>
<td>3</td>
</tr>
<tr>
<td>Parity</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>Education</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>2-3</td>
</tr>
<tr>
<td>Syphilis</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II. FACTORS (ENTIRE BLACK WOMEN POPULATION IN THE SURVEY)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level 1 Value</th>
<th>Level 2 Value</th>
<th>Level 3 Value</th>
<th>Level 4 Value</th>
<th>Level 5 Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mothage (years)</td>
<td>13-19</td>
<td>-1</td>
<td>20-27</td>
<td>-0.5</td>
<td>28-33</td>
</tr>
<tr>
<td>Fathage (years)</td>
<td>15-22</td>
<td>-1</td>
<td>23-32</td>
<td>-0.5</td>
<td>33-37</td>
</tr>
<tr>
<td>Gravidity</td>
<td>0-1</td>
<td>-1</td>
<td>2</td>
<td>-0.5</td>
<td>3</td>
</tr>
<tr>
<td>Parity</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>Education</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>2-3</td>
</tr>
<tr>
<td>Syphilis</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results

a. Evaluation of Raw Data using Replicate Plot
The replicate plots look good and show that all experiments lie between the maximum and minimum with no outliers, to be excluded from the experiment. The center-points have limited spread and the values are in the middle of the response range as shown in Figs. 1 and 2.

![Fig. 1. Model Diagnostics for Gen X black women](image1.png)

![Fig. 2. Model Diagnostics for entire black women population](image2.png)

b. Regression Analysis

i. Summary of Fit

The summary of fit plot derived from Gen X black women indicates a very good model with high $R^2$ and $Q^2$ values of 1.00 and 0.82 respectively. An equally good summary of fit plot was obtained for the entire population of black women with $R^2$ and $Q^2$ values of 0.99 and 0.75 respectively as shown in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>Gen X Black women</th>
<th>Entire black women population in the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>0.82</td>
<td>0.75</td>
</tr>
</tbody>
</table>

![Table III. Summary of fit statistics](image3.png)

The data was fitted in MODDE 10.1™ using partial least squares (PLS) fitting. $R^2$ gives goodness-of-fit of the model, while $Q^2$ shows goodness-of-prediction of the model and estimates the future prediction precision of the model. In general a $Q^2$ value greater than 0.1 means a significant model, while a $Q^2$ value greater than 0.5 suggests a good model. Appropriate model tuning through the removal of non-significant model parameters or selecting the correct transformation results in higher summary statistics. The $Q^2$ value is considered to be the best and most sensitive model diagnostic tool [5].

c. Model Interpretation

i. Coefficient Plot

The effects of demographic characteristics on HIV risk were represented by coefficient plots in Figs. 1 and 2. The sign of the coefficient determines whether the demographic characteristic should be high or low, the size of the bar indicates the importance of that demographic characteristic in the model. Amongst Gen X an increase in age of the pregnant woman resulted in a decrease in HIV risk. A similar observation was made for the age of the male partner and parity of the pregnant woman. In other words, older women were less at risk of acquiring an HIV infection. This also meant that as the age of the male sexual partners increased, the risk of acquiring HIV infection decreased amongst women attending antenatal clinics in South Africa. An
increase in parity was observed to result in a decrease in risk of HIV infection. However, parity cannot be separated from the age of the pregnant woman. Older women are likely to have more children, but we have already observed that older women have reduced levels of HIV risk. In addition amongst Gen X women, it was observed that syphilis increased the risk of HIV infection. This is to be expected as syphilis is a sexually transmitted disease and is contracted through unsafe sexual practice. A surprising finding was that an increase in educational level of the pregnant women increased the risk of acquiring HIV infection. This result should not be taken to mean that education does not help in curbing the spread of HIV within populations. However, the above result could be understood in the sense that Gen X women are generally older women amongst antenatal clinic attendees. Based on the history of South Africa, where during apartheid years black people had limited schooling opportunities, an improvement in the level of education is bound to be confined to younger women who are more sexually active. Amongst the entire population of black women the most significant positive effect on HIV risk was found to be the pregnant woman’s age. In other words, HIV risk amongst the entire black women population of antenatal clinic attendees increases with an increase in the age of the pregnant woman. Syphilis infection was also found to increase the risk of HIV infection amongst pregnant women. However, amongst the entire population of black women attending antenatal clinics, the woman’s educational level was found to reduce the risk of HIV infection as expected. This means older women with low education are especially at risk.

ii. Regression model

The regression coefficients represent the importance of each demographic characteristic in the prediction of the HIV risk.

<table>
<thead>
<tr>
<th>HIV risk</th>
<th>Entire black women population</th>
<th>Gen X black women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.20</td>
<td>0.50</td>
</tr>
<tr>
<td>Mothage</td>
<td>0.52</td>
<td>-0.01</td>
</tr>
<tr>
<td>Faithage</td>
<td>-0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>Gravidity</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>Parity</td>
<td>0.006</td>
<td>-0.101</td>
</tr>
<tr>
<td>Education</td>
<td>-0.242</td>
<td>0.077</td>
</tr>
<tr>
<td>Syphilis</td>
<td>0.024</td>
<td>0.042</td>
</tr>
<tr>
<td>Mothage*Mothage</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>Mothage*Gravidity</td>
<td>0.091</td>
<td>0.016</td>
</tr>
<tr>
<td>Mothage*Education</td>
<td>-0.265</td>
<td></td>
</tr>
<tr>
<td>Mothage*Faithage</td>
<td>-0.777</td>
<td></td>
</tr>
<tr>
<td>Mothage*Parity</td>
<td>-0.125</td>
<td></td>
</tr>
<tr>
<td>Mothage*Syphilis</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td>Faithage*Gravidity</td>
<td>0.078</td>
<td></td>
</tr>
<tr>
<td>Faithage*Education</td>
<td>-0.050</td>
<td></td>
</tr>
<tr>
<td>Faithage*Syphilis</td>
<td>0.127</td>
<td></td>
</tr>
<tr>
<td>Gravidity*Education</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td>Gravidity*Syphilis</td>
<td>-0.069</td>
<td></td>
</tr>
<tr>
<td>Parity*Education</td>
<td>-0.084</td>
<td></td>
</tr>
<tr>
<td>Parity*Syphilis</td>
<td>0.039</td>
<td></td>
</tr>
</tbody>
</table>

Amongst the entire population of black women attending antenatal clinics, the estimated parameters indicate that the pregnant woman’s age (mothage) has the greatest positive effect on the risk of HIV infection...
at an alpha level of 0.05. The second most influential demographic characteristic is the educational level of the pregnant woman. Therefore the ranked order of the effect of demographic characteristics on HIV risk is as shown in (2);

\[
\text{Mothage} > \text{Education} > \text{Syphilis} > \text{Fathage} \quad (2)
\]

An improvement in the educational level of the pregnant woman decreases the risk of acquiring HIV infection. Syphilis infection was found to increase the risk of HIV infection. The interaction of pregnant woman’s age and her educational level (mothage*education) decreased the risk of HIV infection. The age of the male sexual partner (fathage) had minimal effect on HIV risk and its removal from the regression equation based on VIP measure increased the \(Q^2\) value to 0.94. Individually, gravidity and parity had very small effect on HIV risk, however, the latter two demographic characteristics were found to have very significant effects on the D-optimal model, based on VIP, because the two variables are highly correlated. It can be concluded that the two variables have the same effect. Even though gravidity had a negligible effect on HIV risk, its interaction with woman’s age (mothage*gravidity) had elevated the risk of HIV infection. On that basis, gravidity was not removed from the HIV risk predictive model. The square of the pregnant woman’s age (mothage*mothage) was retained in the model, because it provided a high \(Q^2\) value of 0.84. Removal of mothage*mothage interaction from the HIV predictive model reduced the \(Q^2\) value to 0.667. This is an important finding as it shows that the effect of the pregnant woman’s age on HIV risk is not linear but quadratic. In contrast, amongst Gen X women the ranked order of the effects of demographic characteristics on the risk of HIV infection was found to be as shown in equation 3.

\[
\text{Parity} > \text{Education} > \text{Fathage} > \text{Syphilis} > \text{Mothage} \quad (3)
\]

iii. Factor Effects Plots

Factor effects plots display the predicted values of HIV risk, when a selected demographic characteristic varies from its low to high level, all other demographics held constant. It is important to note that a factor plot shows a response back transformed to its original units.

![Factor effects plots](image)

Fig. 3. Factor effects plots for (a) entire black woman population and (b) Gen X black women

The factor effects plot (Fig. 3a) shows that amongst the entire population of black women attending antenatal clinics in South Africa, HIV risk decreases with an improvement in the pregnant woman’s educational level from no formal education to tertiary education. As the age of the pregnant women increased from 13 to 45 years, the risk of HIV infection also increased. However, it was observed that a decrease in the age of pregnant women amongst Gen X women resulted in a corresponding decrease in risk of HIV infection. The transition from syphilis negative to positive resulted in an increase in risk of HIV infection. The study also showed that amongst the two women populations, a decrease in the age of the male sexual partner resulted in a corresponding decrease in risk of HIV infection. The latter observation was more marked amongst Gen X black women compared to the entire population of black women. Decreases in gravidity and parity were found to result in a corresponding decrease in risk of HIV infection amongst both women populations. Once more the latter observations were significantly marked amongst Gen X black women as shown in Fig. 3a.
iv. Interaction Effects in $2^2$ case

The regression coefficient plot tends to be cluttered and hard to interpret. Fortunately, there is another tool to facilitate model interpretation. This is the interaction plot. Main effects and two-factor interactions have different impacts on the appearance of a semi-empirical model. The main effects make the surface shape and two-factor interactions cause it to twist. In addition, it is possible to create interaction plots specifically exploring the nature of interactions. These plots can be thought of as representing edges of a response surface plot as shown in Fig. 4.

The interaction plot in Fig. 4 confirms that an increase in the woman’s age results in an increase in risk of HIV infection. However, the increase in the influence of the woman’s age on HIV risk is greater if the woman has no formal education. The increase in HIV risk was gradual until the ages of 28 to 33 years (coded 0). After the age of 33 years, the increase in HIV risk for women with no formal education was remarkably steep. Women with tertiary education demonstrated a decrease in risk of HIV infection as the age increased to between 28 to 33 years (coded 0). Thereafter, a gradual increase in HIV risk was observed. It can be concluded that the effect of the pregnant woman’s age on HIV risk is dependent on her educational level as shown in Fig. 3b. Fig. 4c indicates that an increase in the pregnant woman’s age increases her risk of HIV infection. However, the influence of educational level on HIV risk is dependent on the woman’s age. Older women between the ages of 39 to 45 (coded 1) were associated with the highest level of HIV risk. However, HIV risk amongst this age-group decreased as the educational level improved. In general HIV risk was observed to decrease with a decrease in pregnant woman’s age. It can be concluded that the effect of the pregnant woman’s educational level on the risk of HIV infection is dependent on her age.

Fig. 5 shows that amongst syphilis negative (uninfected) women, an increase in the woman’s age is associated with a decrease in the risk of HIV infection. However, amongst syphilis infected women an increase in the woman’s age is associated with an increase in HIV risk. The most plausible reason for the above observation would be that individuals infected with any sexually transmitted infection (STI) are likely to be risk taking individuals. STIs can only be acquired by indulgence in unprotected sexual practices. This therefore explains the observed increase in HIV risk amongst individuals infected with STIs. The interaction between the pregnant woman’s age (mothage) and the male sexual partner’s age (fathage) demonstrated an interesting phenomenon. Amongst young women less than 19 years old (coded -1), the highest HIV risk was
associated with male sexual partners older than 44 years old. The lowest HIV risk was observed for women sexually involved with males less than 22 years old. In other words, the younger the women and the younger the male sexual partner, means reduced risk of HIV infection. The HIV risk is observed to increase as the age of the male sexual partner increases. A similar observation was made for all age-groups of women. Also of interest is the fact that as the age of the female increases, the risk of acquiring an HIV infection steeply increases for women sexually involved with young males below the age of 22 years (coded -1). The steepness of HIV risk decreases gradually as the age of the male sexual partner increases to the age of 43 years old (coded 0.5). However, for women whose sexual partners were older than 44 years (coded 1) it was observed that an increase in the female’s age resulted in a gradual decrease in HIV risk. In other words, even though sexual involvement with males older than 44 years resulted in high risk of HIV infection, it was observed that the risk of HIV infection decreases gradually as the age of the female partner increased.

v. PLS Model Interpretation-Loadings

The loading plots in Fig. 6 display the correlation between the demographic characteristics and risk of HIV infection.

![PLS Model Loadings](image)

Fig. 6. PLS model loadings for (a) the entire population of black women and (b) Gen X black women attending antenatal clinics.

The proximity of the female’s age (mothage) to the response (HIV risk) in Fig. 6(a), illustrates that amongst the entire population of black African women, the age of the pregnant woman is the most positively influential variable on the risk of HIV infection. In other words, as the age of the woman increases, so does the risk of HIV infection. Educational level has the most negative effect on HIV risk, implying that an improvement in educational level results in a corresponding decrease in risk of HIV infection. However, amongst Gen X women, the PLS loadings plot (Fig. 6(b)), shows that parity has the most influential negative effect on HIV risk. In other words, as the number of children increases, a corresponding decrease in HIV risk is observed. Syphilis was observed to exhibit the most positive influence on HIV risk. This meant that a change in syphilis status from uninfected to infected, resulted in a significant increase in the risk of HIV infection.

vi. PLS Model Interpretation-Variable Importance (VIP)

![PLS Model VIP](image)

Fig. 7. PLS model VIP for (a) the entire black women population and (b) Gen X black women population

The study once more illustrated that amongst the entire black women population attending antenatal clinics in South Africa, the age of the woman was pivotal in the prediction of the risk of HIV infection. It was also demonstrated that the pregnant woman’s age had a significant effect on the D-optimal model, with a VIP value greater than 0.8. However, gravidity and parity had little contribution to HIV risk, but significant effect
on the model with VIP estimate of 1.1. Therefore, gravidity and parity were retained in the D-optimal design model. Syphilis had a small but significant positive effect on HIV risk, though the VIP estimate less than 0.8 as shown in Fig. 7 (a). This makes syphilis a good candidate for exclusion from the predictive model.

The male sexual partner’s age (fathage) had a very small and negative effect on the risk of HIV infection amongst the entire population of pregnant black women. Furthermore the age of the male sexual partner had an equally very small VIP less than 0.8, making the variable another candidate for exclusion from the model. The two-factor interactions of mothage*education and mothage*gravidity had significant effects on HIV risk as shown by high VIP values greater than 0.8, as shown in Fig. 7(a). The latter two-factor interactions deserved to be retained in the model. The educational level amongst the entire population of black women had the greatest negative effect on HIV risk. In other words as the educational level of the pregnant woman improves, the HIV risk is observed to decrease. The most significant two-factor interaction is the pregnant woman’s age and her educational level (mothage*education). However, amongst Gen X black women the main effects parity, syphilis and educational level of the pregnant women were found to be both important for the prediction of HIV risk as well as significant effect on the D-optimal design based on the VIP estimates, greater than 0.8. The pregnant woman’s age (VIP 0.55), male sexual partner’s age (VIP 0.71) and gravidity (VIP 0.23), were found to have little importance as terms in the D-optimal model both with respect to the response HIV risk and other X variables, based on the VIP values. However, the elevated VIP values for the interaction of the above factors with each other and other variables made them paramount to the final D-optimal model and thus were not removed from the model. For example, the two-factor interactions of mothage*parity, fathage*syphilis and gravidity*syphilis ranked as the most important interaction for the D-optimal design. Removal of the fathage, mothage and gravidity would have distorted the hierarchical structure of the model.

d. HIV Risk Prediction Plots

The prediction plots display the predicted values of HIV risk for the low, center and high values of the demographic characteristics.

![HIV risk prediction plots](image)

Fig. 8. HIV risk prediction plots for (a) the entire black women population and (b) Gen X black women attending antenatal clinics in South Africa

Amongst the entire population of black women, it was observed that changes in the pregnant woman’s age (mothage) had a significant effect on predicted HIV risk, as shown in Fig. 8a. Between, the ages of 20 and 27 years (coded 0.5), an increase in the pregnant woman’s age resulted in a 5% decrease in HIV prevalence rate. However, from the age of 28 to 45 years, an increase in age of pregnant woman resulted in a 68% increase in HIV prevalence rate of 68%. The highest HIV risk was predicted at about 75% between the ages of 39 and 45 years (coded 1). This once more illustrates that older women are more susceptible to HIV infection than their younger counterparts. Fig. 8a, also shows that women uninfected with syphilis had the lowest HIV prevalence rates at 18%. However, the risk of HIV infection increased to 21% amongst syphilis infected women. This therefore shows that the transition from syphilis negative to syphilis positive resulted in a 3% increase in risk of HIV infection. It was also observed that amongst the entire population of black women, an improvement in the level of education of the pregnant woman resulted in a decrease in risk of HIV infection. Women with no formal education had the highest risk of HIV infection at 37%. However women with a secondary and tertiary education displayed the lowest risk of HIV infection of about 0%. Therefore, the
improvement in education from no formal education to a secondary or tertiary education resulted in a 37% decrease in risk of HIV infection. Similarly, amongst Gen X black women, an increase in the pregnant woman’s age was also observed to result in an increase in the risk of HIV infection of about 11%. However, the transition from syphilis negative to syphilis positive was found to result in a decrease in risk of HIV infection. In other words, women uninfected with syphilis had the highest risk of HIV infection of about 48%. Women infected with syphilis had the lowest HIV infection rate of about 24%. The latter scenario indicates a decrease of 24% in risk of HIV infection, when an individual changes her syphilis status from negative to positive. This is an interesting observation. However, in order to understand this result one requires to appreciate that Gen X are generally the older women born between the years 1961 to 1981. Therefore studying the entire women population means including both Generation X and Y, where the latter represents the younger generation born between the years 1982 to 2002. It could be concluded that amongst Gen X black women, syphilis infection causes individuals to be wary of HIV infection, thereby engaging in safe sexual practices, hence the observed decrease in risk of HIV infection. Furthermore, it has to be noted that amongst the entire black women population the increase in risk of HIV infection following syphilis infection was marginal at only 3%.

It was observed in Fig. 8a, that amongst the entire black women population, an improvement in educational level from no formal education to tertiary education resulted in a decrease in risk of HIV infection. However, amongst the older Gen X women alone, an improvement in education resulted in an increase in risk of HIV infection. That means studying both older and younger women together, an improvement in education resulted in a decrease in risk of HIV infection. Amongst, older Gen X women alone, an improvement in level of education resulted in a corresponding increase in risk of HIV infection. This could mean that, education amongst the older Gen X women does not assist in reducing the spread of HIV. Perhaps the latter behavior could be related to the availability of antiretroviral medicines that help individuals to live with HIV infection, resulting in an increase in risk taking behavior.

4. Conclusion

The D-optimal design was successfully used to study the effects of demographic characteristics on the risk of HIV infection amongst pregnant women attending antenatal clinics in South Africa. The study compared HIV risk profiles between Gen X black women and the entire population of black women attending antenatal clinics in South Africa. The observed differences were remarkable. However, it is important to note that Gen X women are a sub-population of the entire black women population. Therefore, studying the entire population of black women means including the effects of Gen X women. Perhaps, to better understand the observed differences in HIV risk profiles, the follow-up study should look at two distinct sub-populations of black women that make up the entire population namely Gen X and Gen Y.
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Abstract. Given a data set with many features observed in a large number of conditions, it is desirable to fuse and aggregate conditions which are similar to ease the interpretation and extract the main characteristics of the data. This paper presents a multidimensional fusion penalty framework to address this question when the number of conditions is large. If the fusion penalty is encoded by an $l_q$-norm, we prove for uniform weights that the path of solutions is a tree which is suitable for interpretability. For the $l_1$ and $l_\infty$-norms, the path is piecewise linear and we derive a homotopy algorithm to recover exactly the whole tree structure. For weighted $l_1$-fusion penalties, we demonstrate that distance-decreasing weights lead to balanced tree structures. For a subclass of these weights that we call "exponentially adaptive", we derive an $O(n\log(n))$ homotopy algorithm and we prove an asymptotic oracle property. This guarantees that we recover the underlying structure of the data efficiently both from a statistical and a computational point of view. We provide a fast implementation of the homotopy algorithm for the single feature case, as well as an efficient embedded cross-validation procedure that takes advantage of the tree structure of the path of solutions. Our proposal outperforms its competing procedures on simulations both in terms of timings and prediction accuracy. As an example we consider phenotypic data: given one or several traits, we reconstruct a balanced tree structure and assess its agreement with the known taxonomy.
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Abstract Recent advances in molecular biology and bioinformatics techniques brought to an explosion of the information about the spatial organisation of the DNA in the nucleus. High-throughput chromosome conformation capture techniques provide a genome-wide capture of chromatin contacts at unprecedented scales, which permit to identify physical interactions between genetic elements located throughout the human genome. These important studies are hampered by the lack of biologists-friendly software. In this work we present nuChaRt, an R package that wraps NuChart-II, an efficient and highly optimized C++ tool for the exploration of Hi-C data. By rising the level of abstraction, nuChaRt proposes a high-performance pipeline that allows users to orchestrate analysis and visualisation of multi-omics data, making optimal use of the computing capabilities offered by modern multi-core architectures, combined with the versatile and well known R environment for statistical analysis and data visualisation.

1 Scientific Background

A huge amount of information is daily produced in the molecular biology laboratories all around the world, but the representation and interpretation of this data in an effective way is a complex and challenging task. Specifically, sequencing results from expression profiles, methylation patterns and chromatin domains are difficult to describe in a systemic view. Also, an increasing number of experiments highlight the importance of co-localization and co-expression of genes: there is an undeniable need for a software that permits the integration and the interpretation of multi-omics features on a nuclear map, capable of representing the effective disposition of genes in the three-dimensional (3D) space.

Over the last decade, a series of molecular genomic approaches have been developed to study the spatial organisation of chromosomes at increasing resolution and throughput. These methods are all based on Chromosome Conformation Capture (3C) and allow the determination of the interaction frequency of any pair of loci in the genome [2], which is related to their physical proximity (probably in the range of 10-100nm). The 3D conformation of chromosomes is involved in compartmentalizing the nucleus while bringing widely separated functional elements into close spatial proximity. Furthermore, understanding chromosome spatial organisation is crucial for many cellular processes related to gene expression regulation, including DNA accessibility, epigenetics patterns and chromosome translocations.
Among 3C-based solutions, Hi-C is a method that exploits Next-Generation Sequencing techniques to investigate genomic loci that physically interact in the nucleus [7]. Hi-C gives information about coupled DNA fragments that are cross-linked together (during the formaldehyde fixation step of the experimental protocol) due to spatial proximity, providing data about the chromosomal arrangement in the 3D space of the nucleus. The output of a Hi-C process is a list of pairs of locations along all chromosomes, which can be represented as a square matrix where each element \((i, j)\) of the matrix indicates the sum of read pairs matching in positions \(i\) and \(j\). This matrix-based representation, called contact map, is reliable while looking at the interactions between two chromosomes, but becomes unsuitable to describe long-range chromatin interactions or to model a contact based metric of gene distances. A graph-based representation of genomic data offers a more comprehensive characterization of the chromatin conformation, which can be very useful to create a representation on which other omics data can be mapped, in order to characterize different spatially-associated domains.

In previous works we proposed NuChart-II as a highly optimised, C++ version of an early prototype software designed to integrate information about genes positions and paired-ends reads resulting from Hi-C experiments, in order to describe the chromosome spatial organisation using a gene-centric, graph-based approach [8, 9]. In that work we have investigated the possibility of introducing network concepts to represent the behaviour of genomic actors: a network (or graph) has a high level of expressiveness, since nodes represent the actors of a process while edges identify relationships among the actors. Structural properties of a network can reveal significant information on how the actors of the represented process interact, while parallel algorithms can be employed to operate over a network. The graph-based approach has been proved to be a valuable way for the interpretation of genomic information by mean of complex, dynamical structures that organize items in an integrated way.

The novel C++ software has been designed using high-level parallel programming patterns that facilitate the implementation of the algorithms employed over the graph: this choice permits to boost performances while conducting genome-wide analysis of the DNA. In order to stick with the original idea of providing a complete suite of tools for the analysis of Hi-C data, here we propose nuChaRt, an R/Rcpp package that combines the high efficiency offered by the parallelized C++ implementation of NuChart-II, with the versatile and well known R environment: by embedding NuChart-II into an R package we obtain a high performance pipeline that facilitate the orchestration of genomic data analysis.

2 Materials and Methods

NuChart-II was rebuilt on top of FastFlow, a C++ header-only library that provides high-level parallel programming patterns and exposes the ParallelFor skeleton to easily deal with loop parallelism [1]. The coupled usage of C++ with advanced techniques of parallel computing (such as lock-free algorithms and memory-affinity) strengthens genomic research, because it makes possible to process much faster, much more data: informative results can be achieved to an unprecedented degree [4].

However, parallel programming in C++ is not widely used in bioinformatics, because it requires highly specialised skills and does not fully support the rapid development of new interactive pipelines. Conversely, the modularity of R and the huge amount of already existing statistical packages facilitates the integration of exploratory data analysis and permits to easily move through the steps of model development, from data analysis to implementation and visualisation.

In order to improve the usability of the software while preserving the high performances achievable with NuChart-II, we opted to combine it with the R environment, developing a package that can fulfil the needs of a fast and usable tool for Hi-C data
interpretation. We used Rcpp to bridge C++ and R: Rcpp comes as an R add-on package that provides a consistent API for accessing, extending or modifying R objects at the C++ level [5]. It can be used to accelerate computing by replacing an R function with its C++ equivalent and facilitates data interchange from R to C++ and vice-versa, through the templated functions Rcpp::as<>() and Rcpp::wrap(), respectively.

In our context, we have dealt with four C++ objects that abstract the leading actors of the software: SamData, Gene, Fragment and Edge. These objects contain much of the information that is needed to build a topographical map of the DNA from Hi-C data. Using Rcpp’s functions we can convert these classes into a S Expression Pointer (called SEXP), that can be handled on the R side to construct Lists or DataFrames, which are essential object types in R and are used by almost all modelling functions. For instance, the SamData class has private fields that describe the reads, thus containing the chromosomes’ names and a starting coordinate for each chromosome of the paired-ends read, plus the genomic sequence. In order to exchange a SamData object between C++ and R we have specialised the templated functions above: a std::vector<SamData> is thus treated by R as a list of Lists, while a list of Lists in R (or a DataFrame) is managed in C++ by casting the SEXP object to a Rcpp::List (or a Rcpp::DataFrame) object, and by subsequently filling each field of the SamData class with the value contained in the respective field of the List.

Algorithm 1 – Example of as and wrap usage

```
template<> SEXP wrap(const SamData &s) {
    List ret = Rcpp::List::create (Rcpp::Named("Id") = s.getId (),
                                   Rcpp::Named("Chr1") = s.getChr1 (),
                                   Rcpp::Named("Start1") = s.getStart1 (),
                                   Rcpp::Named("Chr2") = s.getChr2 (),
                                   Rcpp::Named("Start2") = s.getStart2 (),
                                   Rcpp::Named("Seq") = s.getSeq () );
    return Rcpp::wrap(ret) ;
}

template<> SamData as( SEXP s ) {
    List samL = Rcpp::as<Rcpp::List>(s);
    SamData sam;
    sam.setId ( Rcpp::as<long>(samL["Id"] ) );
    sam.setChr1 ( Rcpp::as<string>(samL["Chr1"] ) );
    sam.setStart1 ( Rcpp::as<long>(samL["Start1"] ) );
    sam.setChr2 ( Rcpp::as<string>(samL["Chr2"] ) );
    sam.setStart2 ( Rcpp::as<long>(samL["Start2"] ) );
    sam.setSeq ( Rcpp::as<string>(samL["Seq"] ) );
    return sam;
}
```

Embedding NuChart-II in R creates an application that can be used either to conduct step-by-step analysis of genomic data, or as a high-performance workflow that takes heterogeneous datasets in input, processes the data and produces a graph-based representation of the chromosomal information provided, supported by a rich set of default descriptive statistics derived from the topology of the graph. Thanks to the mechanism showed in Algorithm 1, C++ objects holding the output of the computation are available within the R environment, ready to be used as source for advanced statistical analysis.

2.1 nuChaRt

The work on the nuChaRt package started from a thorough study of the software, from which we identified five main phases that compose the application:
1) data retrieval and parsing;  
2) neighbourhood graph construction;  
3) weighing of the edges as a result of the normalisation step;  
4) statistical analysis;  
5) output and visualisation.

Phase 1) is responsible for data collection and early data processing. Datasets are provided as static csv-like files but can also be downloaded from on-line repositories. The information contained therein is parsed and processed, in order to build the data structures needed to perform the computations: unneeded fields are dropped and elements are ordered in a consistent way, while a unique identifier for each element of a collection is generated, when needed. Problems may arise if these operations are performed on the R side, as it may lead to memory overflows with big size files (> 2GB, as it is the case with SAM files) due to the way R objects are constructed and stored in memory. For this reason parsing of data whose size exceeds 2GB is kept on the C++ side. No matter where these operations are executed, objects can be moved from C++ side to R side and vice-versa, as explained above.

Phases 2) and 3) constitute by far the most onerous parts of the application, in terms of execution time. Both of them are suitable for being revisited in the context of loop parallelism, since their kernels can be run concurrently on multiple processors with no data dependencies involved.

**Neighbourhood Graph Construction** A graph is a collection of vertices $V$ connected by edges $E$ that model a relationship among vertices. In our context, vertices represent genes. Two genes $g_1, g_2 \in V$ are connected if there exists a paired-ends Hi-C read encompassing both of them. We define this paired-ends Hi-C read as a connection, meaning a spatial relationship between two genes. If a connection between two genes $g_1, g_2$ exists, then exists an edge $e = (g_1, g_2) \in E$. When constructing the graph, any arbitrary subset of Hi-C reads can be processed independently from each other. This means it can be parallelised in a seamless way by wrapping the business logic within a ParallelFor skeleton, whose semantic amounts to execute in parallel the instructions inside the loop.

**Edges Weighing** A normalisation process is needed to remove systematic biases arising from sequencing and mapping. The weight of each edge of the graph is the result of the normalisation phase and provides a likelihood of the actual physical proximity for the adjacent genes. Inspired by the work of Hu et al. [6], for each edge a contact map $Y$ is constructed directly modelling the read count data at a resolution level of 1 Mb. Each point $Y_{i,j}$ of the contact map denotes the intensity of the interaction between positions $i$ and $j$. Using local genomic features that describe the chromosome (fragment length, GC-content and mappability) we can set up a linear model with Poisson regression, by which we estimate the maximum likelihood of the model parameters. This likelihood is then expressed as the weight of the edge that qualifies the reliability of the gene–gene contact. Again, any arbitrary subset of the edges can be processed independently from each other, making also this part of the application suitable for a parallelisation with a ParallelFor skeleton.

Phase 4) encompasses essential features that the package ought to provide, in order to fulfil the requirements of a useful tool for genomic data interpretation. With a graph-based representation we can apply network analysis over the resulting graph: topological measures capture graph’s structure for nodes and edges and highlight the “importance” of the actors. For instance, centrality metrics describe the interactions
that (may) occur among local entities. Ranking of nodes by topological features (such as degree distribution) can help to prioritize targets of further studies or lead to a more local, in-deep analysis of specific chromosome locations. Here studies of functional similarity can suggest new testable hypotheses [10].

Finally, visualisation is crucial for a tool that aims at facilitating a better interpretation of genomic data. NuChart-II supplies both tabular output and graphical visualisation. Concerning the latter, iGraph and GraphViz are used as plotting engines, but while these tools perform nicely with small-to-medium sized graphs, they cannot provide useful representation of huge graphs. On the R side there are several graphic libraries – MuxViz or networkD3 just to cite a few – that facilitate the interactive visualization and exploration of complex networks. With nuChaRt we can seamlessly exploit these libraries to create navigable and interactive maps of the chromosome.

3 Results

The novel package benefits of the combined use of a High-Performance Computing foundation, provided by the C++ engine, and the flexibility of R. nuChaRt maintains excellent performance and scalability as showed in NuChart-II [9, 4], being able to perform genome-wide analysis of Hi-C data with reduced memory footprint and exploiting loop parallelism in the graph construction phase and in the normalisation phase. Moreover, within the R environment it is possible to execute a step-by-step analysis in a seamless, unconstrained, way: the graph creation would be the first step, after which is already possible to create a graph and apply initial statistical analysis to study the topological features of the network. Results are also globally available in form of DataTables, and can be easily queried and inspected. The normalisation follows, where edges (connections) are evaluated and weighted: the existence of each identified Hi-C connection is assessed and graded. Again, the graph can be plotted and results can be visualised and browsed. Eventually, one can draw from the huge R’s libraries basket the one that suits her need, and conduct advanced analysis over the resulting data. For instance, we tested the ergm package that permit to understand the processes of network structure emergence and tie formation.

Case Study  The study of the interactions of the actor genes with the environment is of critical importance for understanding the entire system. By using the modelling functions of the package we can statistically characterize the distribution of the edges in relation to the characteristics of the nodes that represent mapped multi-omics features. In order to show the possibilities of nuChaRt in terms of statistical inference on the graph we performed the analysis of the clusters of genes Kruppel-Associated Box (KRAB) and Human Leukocyte Antigen (HLA) in the context of four Dixon experiments [3], to verify the correlation of the edges distribution in relation to some genomic features (hypersensitive sites, CTCF binding sites, isochores, RSSs). The correlation between the presence of CTCF binding sites and edges was predictable since Linking Gene Regulatory Elements are demanded to keep different regions of the genome close to each other, but it is very interesting to quantify this association. On the other hand, regions with isochores seem less involved in long-range interactions, which can be quite surprising considering that these portions of the genome are considered gene-rich. The correlation between cryptic RSS sites and edges is more pronounced in the HLA cluster in comparison to the KRAB cluster, probably due to a more consistent presence of this kind of sequences in genes related to the immune system. Finally, the correlation between hypersensitive sites (super sensitivity to cleavage by DNase) and edges, although positive, is poor, probably because the accessibility of these regions are impaired by a large number of long-range interactions.
4 Conclusion

Coupling the broad R modelling capabilities and the high performances achievable with the parallel C++ implementation of NuChart-II is clearly a winning combination and a solid response to the demand for software tools that help scientists in drawing more concrete biological knowledge. The graph-based approach fosters a tight coupling of topological observations to biological knowledge, which is likely to bring remarkable biological insights to the whole research community. From a computational point of view, the ever-increasing amount of information generated by novel bioinformatics techniques require proper solutions that permit the full exploitation of the computing power offered by modern computing systems, together with advanced tools for an efficient analysis and interpretation of genomic data. These tasks require high skills, but we believe that nuChaRt can be a valuable mean to support researchers in pursuing these objectives.
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Abstract. In this paper, we have proposed a novel method for the reduction of the number of false positives in gene regulatory networks, constructed from time series microarray genetic expression datasets. We have implemented a hybrid statistical / swarm intelligence technique for the purpose of reverse engineering genetic networks from temporal expression data. The theory of combination has been used to reduce the search space of network topologies effectively. Recurrent neural networks have been employed to obtain the underlying dynamics of the expression data accurately. Two swarm intelligence techniques, namely, Particle Swarm Optimisation and a Bat Algorithm inspired variant of the same, have been used to train the corresponding model parameters. Subsequently, we have identified and used their common portions to construct a final network where the incorrect predictions have been filtered out. We have done preliminary investigations on experimental (in vivo) data sets of the real world network for SOS DNA repair in Escherichia coli. Experimental results are quite encouraging, and they suggest that the proposed methodology is capable of reducing the number of false positives, thus, increasing the overall accuracy and the biological plausibility of the predicted genetic network.

1. Scientific Background

To fully comprehend the critical cellular activities of living beings [1], it is imperative that we learn the exact nature of the genetic relationships using the knowledge of genetic expression patterns. Investigations on gene regulatory networks (GRNs), thus, have enticed the research fraternity considerably. Hence, the development of suitable methodologies to completely understand the causal relationships between genes has ensued. A GRN represents the complex, genetic inter-regulatory relationships.

The simultaneous measurement of the genetic expression levels of several thousand genes has been made possible by the innovations of DNA microarray technology. However, the microarray data contains unwanted, experimental noise. Additionally, the number of genes investigated is two to three orders of magnitude higher compared to the number of time points.
The problem is known as the *curse of dimensionality* and it severely undermines the potential of any applied methodology for the construction of GRNs from temporal microarray datasets. Several research endeavours have been made to solve this problem but researchers have achieved only partial success in this regard.

Various methodologies for reverse engineering of GRNs from time series expression data such as Boolean Networks [2], Recurrent Neural Networks (RNN) [3], S-systems [4], etc. have been investigated. A review of the various methods used for reverse engineering of GRNs from time series microarray data is given in [5]. The training of the corresponding model parameters is an optimisation problem. Thus, metaheuristics like particle swarm optimisation (PSO) [6] are quite popular among researchers worldwide. In this investigation, apart from PSO, a bat algorithm (BA) [7] inspired variant of PSO has been introduced and implemented. Results were evaluated based on their combination.

Although metaheuristics are extensively used for model parameter training purposes, the number of parameters increases in a quadratic manner with respect to the number of genes in a GRN. Thus, for \( N \approx 10^2 \) or \( 10^3 \) numbers of genes, optimisation becomes computationally implausible. Researchers have proposed to solve this particular problem by decomposing the global optimisation problem (model parameter optimisation of all genes in a GRN) into several local optimisation problems (model parameter optimisation of a single gene) [8]. Extensive investigations on GRNs reveal that a GRN contains only a handful of regulators [9], i.e. GRNs are sparse in nature. This information points towards the possibility of some form of topological constraints being applied on the predicted GRNs. It thus, becomes feasible to decouple the architectural and the dynamical features of this reverse engineering problem. This can be realised by decoupling the discrete network architecture search space from the continuous model parameter search space [8]. The continuous search supervises the discrete search.

2. Materials and Methods

2.1. Materials

We have implemented the proposed approach on the *in vivo* time series microarray datasets of the SOS DNA repair network of *E. coli* [10]. This DNA repair mechanism involves only 8 genes as were studied by Ronen et al. [10]. The original network comprising of these 8 genes is shown in Fig. 1, and involves a total of 9 interactions. These datasets are mostly used as a benchmark for the comparison of the results obtained from different computational methodologies for reconstruction of GRNs. Ronen et al. [10] performed four such experiments, producing four microarray datasets. Each dataset comprises of the expression values of the eight genes shown for 50 time points at an interval of 6 minutes.

2.2. Methods

In this work, we propose to implement a statistical framework hybridised with Particle Swarm Optimisation (PSO) [6], and another one, hybridised with a Bat Algorithm [7] inspired Particle Swarm Optimisation (BA-PSO) algorithm for the construction of GRNs. The theory of
A combination has been introduced to reduce the search space of network topologies. Considering each sub-problem, we prefix the maximum number of allowable regulators for a particular gene to \( m = N/2 \), where \( N \) is the number of genes in a GRN. Thus, we achieve a reduction of the search space from a maximum dimension of \( 2^N - 1 \) to \( N\binom{m}{m} \). Furthermore, it increases the likelihood of inferring biologically plausible networks with a lesser chance of false predictions. The RNN technique is employed for the purpose of modelling the underlying information of the dynamics of the temporal genetic expression data [3].

![Fig. 1. The original structure of the SOS DNA repair transcriptional network of *E. coli*. Arrowheads represent activation; T-heads represent repression. (courtesy: (http://wws.weizmann.ac.il/mcb/UriAlon/sites/mcb.UriAlon)](image)

The novelty of this work lies in the final network construction strategy based on the results of the two formalisms above. We compare, rather, superimpose the two GRNs constructed. Subsequently, we use only the edges, common to both the structures, to assemble the final inferred GRN. This filters out the false positives while keeping the true positives intact. This can be explained based on the fact that GRNs are sparse. Thus, false positives can be scattered throughout the entire search space and the possibility of identifying the same false positive, by different metaheuristic techniques, is low. As a result, the incorrect predictions vary in their positions in the inferred networks for different methodologies and get filtered out. On the other hand, the true positives are unwavering in their positions and thus, survive the filtering process.

The traditional RNN formalism as described in [3] is implemented in this work. Traditional PSO is used for the first implementation of the proposed methodology, described by equations (1) and (2).

\[
v'_i = w \otimes v_i + r_1 c_1 \otimes (p^b_i - p_i) + r_2 c_2 \otimes (g^b_i - p_i) \quad (1)
\]

\[
p'_i = p_i + v'_i \quad (2)
\]

Here, \( v' \) and \( v \) denote the particle velocities for the next and the current generations, respectively; 
\( x' \) and \( x \) are the particle positions in the next and the current generations, respectively; 
\( p^b \) is the best solution achieved by a particle; 
\( g^b \) is the best solution achieved by the swarm;
w is the inertia weight term that controls the efficient balance between exploration and exploitation undertaken by a particle; 
\[ r_1, r_2 \] are random numbers in the range [0, 1]; and 
\[ c_1, c_2 \] are taken as 2.

In the BA-PSO, the update of \( w \) is inspired by the frequency update of BA. Here, we uniformly draw a random value of \( w \) from \([w_{\text{min}}, w_{\text{max}}]\). We assign \( w_{\text{min}} = 0 \) and \( w_{\text{max}} = 1 \) in this work. This, to a certain extent, counterbalances the problem of getting trapped at local minima thus, getting an upper hand over one the very few problems plaguing PSO.

Another modification introduced into the proposed BA-PSO algorithm, is the initialisation of the particle velocity to zero. Inspired by virtual bats, this might help in preventing particles from acquiring an initial unguided velocity that may sidetrack it from a potential optimal solution in the search space.

Last but not the least, for this investigation, GRNs need to be represented computationally, and that is most easily achieved via directed graphs. A directed graph, \( G = (V, E) \) can represent a GRN, where \( V \) is the set of all genes (nodes or vertices) and \( E \) is the set of all interactions between the elements of \( V \) (edges). \( E \) contains an edge, \( e_{ij} \) if and only if a causal relationship is present between the vertices (genes), \( i \) and \( j \). This structure can be represented with the help of an adjacency matrix, \( G = [g_{ij}]_{N \times N} \) where \( N = \) the number of nodes (genes) in the graph. The element \( g_{ij} \) has a value 0 or 1 depending on the absence or presence of any regulatory interaction from gene \( j \) to gene \( i \), respectively.

3. Experimental Results

In this work, we employ a collaborative learning scheme due to the stochastic character of the methodologies involved (as a consequence the GRNs vary in their structures for each independent experiment). Subsequently, we assign a plausibility score, \( ps_{ij} \), for each edge \( e_{ij} \), for its inclusion in the final predicted network, as:

\[
ps_{ij} = \frac{1}{L} \sum_{l=1}^{L} g_{i,j}^{l} \tag{3}
\]

In the above equation, \( g_{i,j}^{l} \in G \) and \( ps_{ij} \in [0, 1] \), \( L = \) numbers of independent experiments constructed (inferred GRNs) corresponding to each methodology. After the evaluation of \( ps_{ij} \) for all \( i \) and \( j \), we store the final inferred GRN as a matrix, \( G_{F} = [g_{ij}^{f}]_{N \times N} \). The value of \( g_{ij}^{f} \) can be either 0 or 1 and we adopt the following technique to assign a value to \( g_{ij}^{f} \):

\[
g_{i,j}^{f} = \begin{cases} 
1, & \text{if } ps_{ij} > \alpha \\
0, & \text{otherwise}
\end{cases} \tag{4}
\]

The parameter, \( \alpha \) is a threshold of \( ps_{ij} \), i.e. the plausibility score. It regulates the inclusion of a particular edge in the final GRN. In order to evaluate the accuracy of the implemented methodology, we compare this final GRN, \( G_{F} \) with \( G_{O} \), the original GRN. The experimental results are validated in this manner. The following metrics help in the quantitative comparison of the proposed methodology with those in contemporary literature. An inferred edge is categorised into four types:

- True Positive (TP): if \( g_{ij}^{o} = 1 \) and \( g_{ij}^{f} = 1 \), True Negative (TN): if \( g_{ij}^{o} = 0 \) and \( g_{ij}^{f} = 0 \).
• False Positive (FP): if \( g_{ij}^o = 0 \) and \( g_{ij}^f = 1 \), False Negative (FN): if \( g_{ij}^o = 1 \) and \( g_{ij}^f = 0 \).

\[
\text{True Positive Rate (TPR)/Sensitivity/Recall} = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{Positive Predictive Value (PPV)/Precision} = \frac{TP}{TP + FP} \tag{6}
\]

\[
\text{Accuracy (ACC)} = \frac{TP + TN}{TP + FP + FN + TN} \tag{7}
\]

\[
\text{F - Score (F)} = \frac{2TP}{2TP + FP + FN} \tag{8}
\]

Here, in the SOS DNA repair mechanism of \textit{E. coli}, \( L = 20 \) independent experiments are conducted with a swarm population of \( n = \binom{8}{4} \), and a maximum number of 5000 iterations. The statistical properties of the inferred GRNs for a plausibility score threshold, \( \alpha = 0.85 \) are shown in Table 1. The obtained prediction error, (MSE) is \( \sim 10^{-2} \).

**Table 1**: Experimental Results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Technique</th>
<th>TP</th>
<th>FP</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>Accuracy</th>
<th>F-Score</th>
<th>Graph Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>eDSF [8]</td>
<td>3</td>
<td>10</td>
<td>0.33</td>
<td>0.23</td>
<td>0.75</td>
<td>0.27</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>5</td>
<td>9</td>
<td>0.56</td>
<td>0.36</td>
<td>0.80</td>
<td>0.43</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>BAPSO</td>
<td>7</td>
<td>9</td>
<td>0.78</td>
<td>0.44</td>
<td>0.83</td>
<td>0.56</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>7</td>
<td>9</td>
<td>0.78</td>
<td>0.44</td>
<td>0.83</td>
<td>0.56</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>eDSF [8]</td>
<td>8</td>
<td>5</td>
<td>0.89</td>
<td>0.62</td>
<td>0.91</td>
<td>0.73</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>4</td>
<td>10</td>
<td>0.44</td>
<td>0.29</td>
<td>0.77</td>
<td>0.35</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>BAPSO</td>
<td>7</td>
<td>15</td>
<td>0.78</td>
<td>0.32</td>
<td>0.73</td>
<td>0.45</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>7</td>
<td>12</td>
<td>0.78</td>
<td>0.37</td>
<td>0.78</td>
<td>0.50</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>eDSF [8]</td>
<td>3</td>
<td>10</td>
<td>0.33</td>
<td>0.23</td>
<td>0.75</td>
<td>0.27</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>4</td>
<td>9</td>
<td>0.44</td>
<td>0.31</td>
<td>0.78</td>
<td>0.36</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>BAPSO</td>
<td>4</td>
<td>9</td>
<td>0.44</td>
<td>0.31</td>
<td>0.78</td>
<td>0.36</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>7</td>
<td>9</td>
<td>0.78</td>
<td>0.44</td>
<td>0.83</td>
<td>0.56</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>eDSF [8]</td>
<td>0</td>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
<td>0.72</td>
<td>0.00</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>3</td>
<td>8</td>
<td>0.33</td>
<td>0.27</td>
<td>0.78</td>
<td>0.30</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>BAPSO</td>
<td>4</td>
<td>12</td>
<td>0.44</td>
<td>0.25</td>
<td>0.73</td>
<td>0.32</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>4</td>
<td>0</td>
<td>0.44</td>
<td>1.00</td>
<td>0.92</td>
<td>0.62</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1 shows the comparison of the inferred network structures with those inferred in [8]. The proposed framework is consistent with respect to the number of correct (true positive) and incorrect (false positive) predictions for each dataset unlike the unevenness in the results of [8].

Moreover, the novel scheme of constructing the final inferred topology has succeeded in the reduction of false positives, as seen in Table 1. In general, BA-PSO identifies a greater number of edges compared to PSO. As a result, there are more true positives identified, but at the same time, more false positives creep into the final inferred topology as well. Constructing a GRN with only those edges that are common to both the methodologies, helps in filtering out the noisy information i.e. false positives from the GRNs at the same time preserving the increased number of true predictions. The results show the extent of such filtering: in the first
three datasets, the false positives reduce but for the final dataset, the false positives vanish altogether.

We could only present the truncated statistical results of only one experiment due to the shortage of space. However, we have performed more experiments with different datasets, and the results are similarly encouraging.

4. Conclusion

In this work, we have explored the construction of GRNs from temporal expression datasets where a decoupled methodology based on the ideas of combining swarm intelligence algorithms with RNN has been implemented. Results show that this methodology is capable of achieving a reduction in the number of false positives without sacrificing true positives. In the present context, the identification and reduction of the number of false predictions require conscious efforts that may have been slightly neglected in the endeavour of predicting more and more true positives.
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Abstract. The computational investigation of mathematical models of cellular processes represents an essential methodology in Systems Biology, complementary to conventional experimental biology, to understand the emerging behavior of biological systems. The simulation of the dynamics of these models, usually required for computational studies such as parameter estimation or sensitivity analysis, can become burdensome if the corresponding biochemical reaction network is characterized by hundreds or thousands of different molecular species and reactions. In this work, we introduce a novel GPU-powered fine-grain deterministic simulator of large-scale models of biochemical reaction networks, and test its computational performances on a set of randomly generated synthetic models of increasing size. We show that our parallel simulator, running on a GPU Nvidia GeForce GTX Titan Z, outperforms the sequential version, running on a CPU Intel i7-4790K 4.00GHz, achieving up to \(7.8 \times\) speed-up.

1 Scientific Background

Thanks to the availability of efficient high performance computing architectures, \textit{in silico} investigation of biological systems can nowadays be strongly supported by effective computational strategies, which allow to achieve an accurate understanding of the behavior and the emerging properties of biochemical reaction networks (BRNs).

Given a stochastic or deterministic model of a BRN, typical computational methods used in Systems Biology—e.g., parameter estimation or identifiability, parameter sweep analysis, sensitivity analysis, reverse engineering [2]—usually require the execution of large numbers of simulations, possibly resulting in prohibitive running times on Central
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Processing Units (CPUs). In addition, when the BRNs are characterized by a large number of different molecular species or reactions, these computational tasks can become excessively burdensome.

To overcome these limitations, Graphics Processing Units (GPUs) can be adopted as an alternative approach to classic parallel architectures (e.g., computer clusters) for the parallelization and the speed-up of the simulation of large-scale models of BRNs. Indeed, GPUs are cheaper than classic CPU cluster architectures, as they allow the execution of demanding computational analyses also on a standard desktop computer, and they also provide an effective mean to sustainable computing by drastically reducing the power consumption.

Anyway, the development of methods that fully exploit the GPU’s peculiar architecture is a challenging task, since specific programming skills and a complete redesign of the algorithms are necessary. In order to make GPU-powered simulators available to the Systems Biology community, different GPU-based versions of the most efficient numerical integration methods have been introduced so far. Specifically, both coarse-grain and fine-grain parallel implementation have been developed. On the one hand, coarse-grain parallelization allows to simultaneously run a massive number of simulations of the same model, each one characterized by a different parameterization; on the other hand, fine-grain parallelization permits to distribute all the calculations required by a single simulation on the cores of the GPU.

An example of coarse-grain parallelization of deterministic simulations of BRNs was presented by Ackermann et al. [1]. In this work, a SBML model of a biochemical system is automatically converted into CUDA code, compiled and linked with the parallel simulator and the host code, producing a final executable file ready to simulate the dynamics. The performances of this method were assessed with a NVIDIA GeForce 9800 GX2, which shown a speed-up between $28 \times$ to $63 \times$ with respect to a CPU Xeon 2.66 GHz. Following a similar approach, Nobile et al. presented a parallel simulator named cupSODA [9], which allows to automatically generate the system of ODEs and the corresponding Jacobian matrix from a reaction-based mechanistic model of a biological system, described according to the mass-action kinetics. Differently from Ackermann’s solution based on Euler’s method, cupSODA relies on the LSODA numeric integration algorithm, achieving a higher accuracy in the simulation of the dynamics, and accelerating the computation in case of systems characterized by stiffness. cupSODA allows a $86 \times$ speed-up with respect to COPASI, used as a reference CPU-based LSODA simulator. Another strategy to accelerate deterministic simulations by means of LSODA was presented by Zhou et al. [10]. This simulator, named cuda-sim, performs just in time compilation by converting a SBML model into CUDA code, and allows to achieve a $47 \times$ speed-up with respect to a CPU implementation written in Python.

Differently from the solutions previously presented in literature, in this work we introduce a novel GPU-based simulator, named LASSIE (LArge-Scale SImulator), specifically designed to accelerate fine-grain deterministic simulations of large-scale mechanistic models of BRNs.

2 Materials and Methods

In this work we assume that a mechanistic model of a BRN is specified by giving the set of the $N$ different molecular species $\{S_1, \ldots, S_N\}$ that are involved, either as reactants or products, in a set of $M$ biochemical reactions $\{R_1, \ldots, R_M\}$. The amount (concentration) of species $S_i$ is denoted by $X_i$, for $i = 1, \ldots, N$, while the kinetic constant associated with reaction $R_j$ is denoted by $k_j$, for $j = 1, \ldots, M$.

The system of ordinary differential equations (ODEs)—which describes how the concentration of each species occurring in the BRN varies in time—can be easily derived by assuming the law of mass action. This basic biochemical kinetic law states
that, in a dilute solution, the rate of an elementary reaction (i.e., a reaction with a single mechanistic step) is proportional to the product of the concentration of its reactants raised to the power of the corresponding stoichiometric coefficient.

As an example, consider the BRN described by 3 reactions among 4 species:

\[
S_1 + S_2 \xrightarrow{k_1} S_3 \rightarrow S_4,
\]

and let us derive the ODE for species \( S_3 \), that is,

\[
\frac{dX_3}{dt} = k_1 X_1 X_2 - k_2 X_3 - k_3 X_3.
\]

Eq. 2 is given by the sum of the rates of production and degradation of \( S_3 \), determined by multiplying the concentrations (raised to the power of 1, in this case) of all species involved in Eq. 1 together with the corresponding kinetic constants. Note that, in this ODE, the right-hand side consists of 3 terms, corresponding to the number of reactions where \( S_3 \) is involved in. By repeating the same procedure for all species in the BRN, we can derive the whole system of ODEs and proceed with its numerical integration by using some ODE solver.

Briefly, LASSIE implements the following workflow:

1. given as input a mechanistic model of a BRN, it automatically derives the system of ODEs, as described above;
2. it determines an ordering of the various ODEs;
3. it solves the systems of ODEs by exploiting the Runge-Kutta (RK4) method.

The novel feature of this tool consists in the ODE-ordering step. The rationale behind this step is twofold. On the one hand, if the BRN consists in a number of species and a number of reactions that are in the order of hundreds of thousands, then also the corresponding system of ODEs will be very large (measured both in the number of ODEs and in the number of terms per ODE). In this case, standard numerical integration methods on CPU might require a long running time, therefore demanding alternative parallel solutions, as general-purpose GPU computing. On the other hand, to implement fast numerical integration methods on GPUs, one should also take into account their peculiar architecture.

To better explain this issue, it is worth considering that GPUs are based on a SIMD (Same Instruction Multiple Data) programming model, combined with multi-threading: all threads execute the same code, accessing different memory areas. In LASSIE, this feature is used to launch multiple threads, so that each thread solves the ODE related to a specific molecular species, by using the RK4 method. All threads do not run simultaneously, but are organized in blocks, which are distributed on the available streaming multiprocessors (SMs). SMs organize the threads within a block into sub-groups of 32 threads, named warps, which are executed in a lockstep. However, GPUs allow the temporary divergence of the execution flow of warps, so that a part of the threads can execute different portions of code. When this situation occurs (e.g., due to an IF/THEN/ELSE statement), a part of the threads get stalled, waiting for reconvergence. Although this mechanism provides the developer with the freedom of temporarily abandoning the SIMD paradigm, it can potentially lead to the complete serialization of a warp execution, strongly impairing the performance. For this reason, conditional branches should be avoided as much as possible. Since all ODEs can have a different
structure, they consider different variables (i.e., concentrations of the molecular species) which might have different exponents, all threads can, in principle, take a divergent thread and lead to serialization. In order to mitigate this problem, before the numerical integration takes place, LASSIE reorganizes the ODEs according to the structure of their expressions. Specifically, LASSIE sorts the ODEs by their length, that is, according to the number of terms that appear in the right-hand side of each ODE. The goal of this heuristic is to reduce the serialization of warps, increasing the overall performances.

3 Results

The computational performance of LASSIE was evaluated by simulating a set of synthetic models of BRNs of increasing size, generated with the methodology used in [8]. These BRN models are characterized by a number of species $N$ and of reactions $M$ equal to $(64 \times 64), (128 \times 128), (256 \times 256), (512 \times 512), (704 \times 960), (1216 \times 1216), (1472 \times 1472), (1728 \times 1728), (1984 \times 1984), (2240 \times 2240), (2496 \times 2496), (2752 \times 2752), (3008 \times 3008), (5760 \times 5760), (10000 \times 10000)$. For each model, the kinetic constants were randomly sampled with uniform distribution in $(0, 1)$.

Figure 1 shows the running time necessary to carry out a deterministic simulation of the various synthetic models by using a CPU Intel i7-4790K 4.00GHz, a dual-GPU Nvidia GeForce GTX Titan Z equipped with $2 \times 2880 = 5760$ CUDA cores and 12GB of memory, and a Nvidia Tesla K20c equipped with 2496 CUDA cores and 5GB of memory. As shown in the plot, the running time of the CPU linearly increases with the size of the models. On the contrary, both GPU video cards are characterized by an almost constant running time, irrespective of the size of the models when the number of ODEs is fewer than the available cores, as shown by the tailored test with 10000 chemical species. In particular, the GeForce GTX Titan Z allows to obtain the best results—thanks to its higher number of CUDA cores with respect to the Tesla K20c—with a speed-up of $7.8 \times$ with respect to the CPU. This is due to the fact that ODEs are outnumbered by the available cores, so that calculations can be completely executed in a parallel fashion, without any stalling due to blocks scheduling. It is worth noting that the break-even between the CPU and the GeForce GTX Titan Z is observed when the number of ODEs to be integrated is around 1200.

![Figure 1](image.png)

Figure 1: Comparison of the running times achieved by LASSIE on CPU Intel i7-4790K 4.00GHz, Nvidia GeForce GTX Titan Z and Nvidia Tesla K20c for the simulation of synthetic models of increasing size, having a number of species and of reactions $N \times M$ as specified on the $x$-axis.
4 Conclusion

We compared the performances of CPU and GPU to execute fine-grain deterministic simulations of the dynamics of large-scale BRNs of synthetic models. Our results highlight that our GPU-powered tool outperforms the CPU to simulate mechanistic models consisting in more than 1200 ODEs. However, the speed-up could be smaller by using a multi-threaded CPU simulator: we plan to exploit OpenMP, in the future, for a fair comparison between the architectures. We also plan to replace the ODE-ordering step with a more sophisticated clustering technique, that we expect will further reduce the serialization of threads execution [6]. To be more precise, the ODEs clustering organizes ODEs with similar structures within the same warp, thus avoiding as much as possible the conditional branching, which impairs the performance of the simulator. Second, we plan to optimize the GPU code in order to fully exploit the GPU memory hierarchy and reduce the accesses to the global memory that strongly affect the performance. Third, we will implement on the GPU the Runge-Kutta-Fehlberg algorithm [7], an alternative numerical integration method characterized by adaptive step-size, which allows better performances and simulation quality with respect to classic RK4.

For a thorough assessment of the computational performance of LASSIE, we plan to apply it to simulate large-scale models of real biological systems, such as the ErbB model presented in [3], which consists in more than 1000 ODEs. In particular, we believe that LASSIE will be especially useful for advanced computational analysis of rule-based models [4]. In addition, considering the ongoing research in developing whole-cell models at a detailed level of molecular description [5], we hope that our tool will provide a parallel solution to simulate real models of ever increasing size.

Finally, we plan to include LASSIE within the GPU-based toolbox that we are currently developing. We expect that this innovative, efficient and usable toolbox will obtain a beneficial adoption by the Systems Biology community, and help researchers to easily predict the still unknown behaviors of biological systems and to design more focused experiments in a very reduced time with respect to standard CPU analyses.
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Abstract. While analysing large datasets of protein structures, derived from NMR experiments or molecular dynamics simulations, a good approach is to cluster structures in order to infer common and driving characteristics shared by different structural conformations. A common problem of the software that implement protein clustering is the scalability of the performance, in particular concerning the data load into memory. In this work we show how it is possible to improve the parallel performance of the GROMOS clustering algorithm by using Hadoop. The preliminary results show the validity of this approach, providing an hint for future development in this field.

1 Scientific Background

Many protein-structure prediction tools and protein-folding simulation software generate a large ensemble of candidate structures using different starting conditions. In particular, molecular dynamics simulations produce trajectories of atomic positions, velocities, and energies as a function of time and provide a sampling of the accessible conformational of a given macromolecule. As simulations on the 100ns - 1\(\mu\)s time scale are becoming routinely, with sampled configurations stored on the picosecond time scale, the resulting trajectories contain large amounts of data.

Data-mining techniques, like clustering, provide a valuable tool to make sense of the information in these trajectories. In particular, by clustering these structures, the overall consistency and accuracy of the final predictions can be increased, since conformations more frequently assumed during a trajectory, are representative of the structure. This explains why clustering is a widely used technique in structural biology.

From the computational point of view this process is very time consuming, since there are dozens or even hundreds of thousand structures to compare. Many algorithms have been implemented in parallel in order to overcome this problem, such as MAX_CLUST [1] and FAST_PROTEIN_CLUSTER [2]. The latter is based on an efficient GPU-accelerated solution, although not specifically designed to analyse molecular dynamics trajectories.

Nonetheless, analysing the scalability of these software, a clear bottleneck emerges, that is the large number of I/O operations necessary for data acquisition and possible use of virtual memory when processing these large structures. This is particularly true for bunches of PDB structures, which are text files, while trajectories are usually stored in binary files. It is therefore clear that a large amount of computational time is spent in reading the structures for the clustering operation.

Our idea to solve this problem is to exploit Hadoop and MapReduce in order to parallelize the clustering on partitions of the original dataset. To implement this idea we started from the GROMOS [3] algorithm for clustering protein structures, which is provided as part of the GROMACS [4] package. Although GROMOS is not parallel in its released implementation, it is widely used to cluster conformation from molecular dynamics simulations. The algorithm is fast, but it suffers, as introduced, of a slow loading
of the structures in memory. In the following we present a preliminary implementation of a solution based on the Hadoop-MapReduce architecture and the preliminary results.

The remainder of this work is structured as follows. In Section 2 the clustering problem is presented along with a real-life test case. In Section 3 the implementation is sketched. Section 4 presents the results achieved in terms of performance, while in Section 5 some conclusions are drawn.

2 Material and Methods

Clustering involves partitioning models into sets of similar structures. The input of these algorithms is a distance matrix in which are reported, for each sampled structural conformation of the molecular dynamics trajectory, the RMSD distances, time frame after time frame, of the $C_\alpha$ atoms that compose the backbone of the protein. The GROMOS algorithm relies on the nearest neighbour algorithm, which is a non-parametric method used for classification and regression [5]. In particular, the GROMOS implementation of this algorithm is an iterative process:

- the neighbours of each data point are defined according to a cut-off distance $c$;
- the point with largest neighbourhood defines the “best” cluster, corresponding to a stable conformation of the protein;
- all the points belonging to the cluster are removed;
- the algorithm is iterated until all data have been assigned to a cluster and removed.

In the context of this work, the input dataset for testing the clustering algorithm consisted of a molecular dynamics (MD) trajectory of the human protein Hsp70 in complex with ADP ligand. Hsp70 is a molecular chaperone, which prevents the incorrect folding of other proteins, or it is involved in protein translocation though the mitochondrial membrane [6]. This protein belongs to a large protein family, which is present in different organisms, from bacteria to human. Hsp70 displays two active conformations the closed bound to ADP and the open bound to ATP. Due to the absence of crystallized human structure, simulated protein was build with homology modelling based on bacterial DnaK in ATP conformation [7]. The analysis consists in evaluating the effect of the nucleotide exchange (ATP to ADP) on protein conformation (open to closed). To identify the more stable conformation, that is the conformation assumed more frequently during the trajectory, cluster analysis is a useful tool.

In detail, the complex has in about 600 atoms. To evaluate the protein conformation two independent trajectories of 25ns and 100ns of MD simulation of the solvated complex were obtained with Gromacs 4.0 [8]. Both trajectories were skipped every 50 frames, and we obtained two trajectories of 500 and 2000 conformations. The two files have a size of, respectively, 200 and 800 MBs, while the original one has a size of about 40 GB. Cutoff was set at 0.5 nm, in agreement with the number of atoms to be clustered and to the protein conformation type. This is also the default value for GROMOS: higher values result in less cluster, composed buy a larger number of points and vice versa for smaller values.

At the end of clustering analysis we obtain 30 clusters distributed as shown in Figure 1. The fist three clusters can be considered representative for this simulation. As shown in Figure 2 the central structure of the first cluster obtained is an intermediate conformation between the open and the closed one, showing that molecular dynamics simulation is a useful tool to evaluate a conformational change and clustering allow to identify a representative conformation.

The implemented MapReduce algorithm consists of the following stages of both parallel and sequential processing.
Data Structure and preprocessing  Figure 3 shows the data structure contained in the trajectories file. Each row in the file contains the atom id, the atom type, the residue name, the chain to which it belongs, the residue number, the $x$, $y$, $z$ coordinates, the occupancy, and the B-factor. The idea is to recover in parallel the trajectories related to the atoms involved in the computation and re-create a data file with only the data of interest, in order to avoid transfers of large amounts of data through the network between the nodes in the Hadoop cluster during runtime. The trajectory file is split into several parts and each of them is given to a Map task that retrieves data relying on the type of atom of interest (step A). At the end of the elaboration, each Map task sends the data to a Reducer task which, after waiting the termination of all Map task, writes on HDFS the reduced trajectories file containing only the data of interest.

Retrieval of the coordinates from trajectory files  Subsequently, every Map task reads portions of the new trajectories file and associates to each atom the $x$, $y$, $z$ coordinates assumed at a given time instant (step B). At the end of the Map tasks, a Reducer collects all data and creates a new single file containing the coordinates of all atoms for each frame. The data structure used by Map Task to temporary store the coordinates consists of an id that identifies the atom and a list in which each node is formed by an object that wraps the coordinates taken by the atom at a given time instant. In this way we get a list of nodes in which each node represents a time frame with inside the coordinates taken from the atom at that instant.

Creation of distances matrix  Once we have created the file containing all the coordinates of all atoms for each frame as described in step B, new Map tasks are performed to calculate the Euclidean distance of the positions taken by each atom at each time instant (step C). After completing these tasks, a Reducer collects data by summing the various distances of all atoms at each time frame to obtain the variation of the centre of gravity of the entire molecule with respect to all the others frames .

Clusterization  The distances matrix resulting from step C is processed by several Map tasks: the matrix is divided in different parts and each part is elaborated by a single Map task that produces partial frame clusters on the basis of a cutoff established
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Figure 2: Central structure of the first cluster. Hsp70 sub-domains are shown in different colours for the open conformations, in solid colours the central structure of the first cluster, in transparent colours the starting conformation; in transparent grey the closed conformations.

A Reducer task manages the data and defines the final frame clusters, selecting the biggest one, and removing the frame associated with the largest cluster from the other ones (step D). The elaboration is repeated until clusters consume themselves. In this case, the processing is the union of a parallel part (the elaboration of parts of matrix by Map tasks) and a serial part (the reorganization of clusters and the cycle until the end of the clusters by the Reducer task).

3 Results

The computer cluster named imatihpc has been used to experiment our Hadoop based solution and it is composed by three computational nodes and a front-end node, each of those presents the following hardware configuration: two 6-core Intel Xeon E5645 CPUs, 32 GB of RAM, 2 TB of SATA hard disk. Nodes are linked together with a Gigabit network connection. The Hadoop cluster follows the physical configuration of the imatihpc cluster on which it is implemented: the front-end node acts as the master while the 3 nodes used for the computation act as a slave, with an HDFS filesystem of 3 TB.

Performances are shown in Table I. They are based on the average on 10 executions. The number of parallel processes in Hadoop is determined by the framework. Typically,
Proceedings of CIBB 2015

Figure 3: The data structure within trajectories file.

Table 1: Elapsed times (Sec) of the sequential and MapReduce versions of the Gromos algorithm subdivided in the steps described in Section IV.

<table>
<thead>
<tr>
<th></th>
<th>500</th>
<th></th>
<th>2000</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C+D</td>
<td>A</td>
</tr>
<tr>
<td>Sequential</td>
<td>3.40</td>
<td>1.2</td>
<td>54.75</td>
<td>19.38</td>
</tr>
<tr>
<td>MapReduce</td>
<td>1.70</td>
<td>0.6</td>
<td>41.88</td>
<td>1.8</td>
</tr>
</tbody>
</table>

A MapTask is created for each map split, and there is a map split for each input file or, for files larger than the data block size of HDFS, with 64MB as default value, there is a MapTask for each data block. This means that in the first test (500 conformations) 2 MapTask are launched, and 13 in the second test (2000 conformations). The number of ReduceTasks is normally set to 1, in order to create the result at a global level and to produce results also when one or more nodes of the cluster fail.

The first step of the algorithm (A - Data Structure and pre-processing) achieves good results because a good overlapping between the map and reduce tasks. Similar considerations hold true for the second step (B - Retrieval of the coordinates from trajectories file). In both cases the speedup in the first case is around 2, in the second around 10. The last two steps (C - Creation of distances matrix, D - Clusterization) instead suffer of the framework overheads and of the bottleneck due to the reduce task, presenting therefore a speedup of 1.3 and 7 respectively.

4 Conclusions

Structure clustering is very important in the analysis of Molecular Dynamics trajectories, since it allow to identify stable conformations. The number of structures to analyse in this kind of analysis is very high because the increasing computational power allow to generate very large simulations, which poses important scalability problems to clustering algorithm. Here we present an Hadoop based solution to accelerate the loading of data into memory, which is the real bottleneck of this algorithm. The presented results show interesting performance figures, which support the use of Hadoop when analysing very large data files.
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**Abstract.** During the past decade, more than 4000 organisms have been subjects of genome-sequencing projects. This has enabled the retrieval of information such as evolutionary relationships among all living organisms, and the understanding of complex phenomena, including evolution, adaptation, and ecology. Bioinformatics tools have allowed us to perform genome annotation, cross-comparison, and to understand the metabolic potential of living organisms. In the last few years, research in bioinformatics started to evolve from the analysis of genomic sequences and structural biology problems, to the analysis of complex post-genomic interaction networks. The main outcome of this effort has been the creation of: (i) databases and ontologies of protein class and cell components; (ii) repositories of models of cell processes, through the definition of common exchange formats such as the Systems Biology Markup Language (SBML); (iii) simulation tools; (iv) Multi-scale modeling (micro-macro biology). However, the following questions remain open: what is the real functioning scheme of the cell? What is the metabolic influence of changes in gene expression? How to understand the metabolic interactions among living organisms in a ecosystem? How to understand evolutionary mechanisms of adaptation? Here, we describe a pipeline that summarizes the methodologies recently proposed to address these questions.

**Introduction**

This paper presents a representation of the Bioinformatics workout for molecular adaptation. Our design is divided into distinct methods/software blocks (Fig. 1), further analyzed in the following sections. The sequence of functional blocks leads to the identification of pathways, genes and proteins involved in adaptation. Each block in the proposed pipeline contains distinct methodologies which could be implemented in one or more existing software tools (developed by the authors or by other groups). For sake of clarity, each block is numbered and described below in the paper.

The strengths of our design are the following: (i) use and calibration of multi-omic information; (ii) use of pathway information; (iii) machine learning, bioinformatics and multi-objective optimization are integrated in a powerful and novel inferential engine.

**1 – Sampling**

One of the most important parts in studying environmental adaptation is the collection of data needed to perform multi-omic analysis. It is important to carefully plan the number and location for up-taking environmental samples that will be collected, in order to avoid a number of gaps for future analysis. The analysis of metagenomes from samples collected in extreme environments, such as volcanoes, glaciers, or deep ocean waters (Fig. 1, panel 1) represents a valuable resource to study the molecular
mechanisms underlying environmental adaptation. According to the extreme environment under consideration, different molecular, physiological and phenotypic strategies can be unraveled by applying multi-omic approaches. For example, a comprehensive survey of the distribution of bacteria from 213 samples, generated from 60 stations along the horizontal and vertical salinity gradients of the Baltic Sea, represented the first detailed taxonomic study of an indigenous brackish water microbiome composed by a diverse combination of freshwater and marine clades that appears to have adapted to the brackish conditions [Herlemann et al., 2011]. Furthermore, by applying "whole-genome shotgun sequencing" to microbial populations collected en masse from seawater samples collected from the Sargasso Sea near Bermuda, it was possible to discover 148 previously unknown bacterial phylotypes and to identify over 1.2 million previously unknown genes, suggesting substantial oceanic microbial diversity [Venter et al., 2004].

2-3 – Response and multi-omic models

Several computational algorithms have been developed to analyze gene expression profiles. The main goals are detecting dependencies among genes over different conditions and unraveling gene expression programs controlled by the dynamic interactions of hundreds of transcriptional regulators [Faith et al., 2007]. By combining network inference algorithms and experimental data derived from 445 Escherichia coli microarrays, Faith et al. identified 1,079 regulatory interactions, 741 of which were new regulators of amino acid biosynthesis, flagella biosynthesis, osmotic stress response, antibiotic resistance, and iron regulation. This approach contributed to the understanding on how organisms can adapt to changing environments. Furthermore, [Angione et al., 2015] recently proposed a hybrid method combining multi-omic flux-balance analysis (FBA) and Bayesian inference, with the aim of investigating the cellular activities of a bacterium from the transcriptomic, fluxomic and pathway standpoints under different environmental conditions. The authors integrate an augmented FBA model of E. coli and a Bayesian factor model to regard pathways as latent factors between environmental
conditions and reaction rates. Then, they determine the degree of metabolic pathway responsiveness and detect pathway cross-correlations. They also infer pathway activation profiles as a response to a set of environmental conditions. Finally, they use time series of gene expression profiles combined with their hybrid model in order to investigate how metabolic pathway responsiveness vary over time.

4-5 – Community detection of environmental conditions

In two research works, Taffi and colleagues proposed a computational framework that integrates bioaccumulation information at the ecosystem level with genome-scale metabolic models of degrading bacteria [Taffi et al., 2014, Taffi et al., 2015]. The authors applied their methods to the case study of the polychlorinated biphenyls (PCBs) bioremediation in the Adriatic food web. Remarkably, they were able to discover species acting as key players in transferring pollutants in contaminated food web. In particular, the role of the bacterial strain *Pseudomonas putida* KT2440, known to be able to degrade organic compound, in the reduction of PCBs in the trophic network, was assessed in different scenarios. Interestingly, one aspect of their analysis involved a scenario computed by using a synthetic strain of *Pseudomonas* performing additional aerobic degradation pathways. Combining these computational tools allows designing effective remediation strategies, and provides at the same time insights into the ecological role of microbial communities within food webs.

In the past decade, genome-scale metabolic modelling has been successfully applied also for studying large-scale metabolic networks in microbes, with the aim of guiding rational engineering of biological systems, with applications in industrial and medical biotechnology, including antibiotic resistance [Milne et al., 2009]. Even though antibiotics remain an essential tool for treating animal and human diseases in the 21st century, antibiotic resistance among bacterial pathogens has garnered global interest in limiting their use, and to provide actionable strategies to search and support development of alternative antimicrobial substances [Nolte, 2014]. It is interesting to note that bacterial strains such as *Arthrobacter sp.* and *Gillisia sp.* CAL575, producing an array of molecules with potential antimicrobial activity vs human pathogenic *Burkolderia cepacia complex* strains [Orlandini et al., 2014, Fondi et al., 2012, Maida et al., 2014] were isolated from Antarctica. These strains represent useful models to unravel metabolic pathways responsible for the production of bioactive primary and/or secondary metabolites [Orlandini et al., 2014].

6 – Homology modelling

Computational methods such as homology modeling and molecular dynamic simulation can be employed for protein engineering and design. Directed evolution of enzymes and/or bacterial strains can be exploited for industrial processes [Adrio and Demain, 2014]. Protein modelling and molecular dynamic simulation can be applied to molecules from psychrophilic organisms to unravel the molecular mechanisms responsible for cold-adaptation. In the work of [Chiappori et al., 2012] a computational structural analysis based on molecular dynamics (MD) was performed for three β-tubulin isotypes from the Antarctic psychrophilic ciliate *Euplotes focardii*. Tubulin eterodimers (the building block of microbules composed of α-tubulin and β-tubulin) from psychrophilic eukaryotes can polymerize into microtubules at 4C, a temperature at which microtubules from mesophiles disassemble. The structural analysis based on MD indicated that all iso-types from *E. focardii* display different flexibility properties in the regions involved in the formation of longitudinal and lateral contacts during microtubule polymerization, with respect those from mesophilic organisms. A higher flexibility of these regions may facilitate the formation of lateral and longitudinal contacts among heterodimers for the formation of microtubules in an energetic unfavourable environment. Overall, homol-
ogy modelling plays a major role in the generation of testable hypothesis.

**Conclusion**

In this paper, we discussed the contribution of "omics" technologies to understand many biological phenomena, from genotypes to the intricate mechanisms influencing the phenotypes of all living organisms, in particular in response to stress or for environmental adaptation. To date, a great deal of biological information has already been acquired through application of individual 'omics' approaches. However, "multi-omic technology" will enable the integration of knowledge at different levels: from genes to proteins, from pathways to metabolic fluxes. This approach will be pivotal for understanding how the individual components in the system interact and influence the overall metabolism, phenotype, and adaptation. Multi-omic analyses represent a novel and powerful tool to generate discrete and testable biological hypotheses, with a possible framework to guide the design of systems biology experiments.
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Abstract. Peptide mass fingerprinting is a term which describes technique which utilizes ESI-TOF or MALDI-TOF mass spectrometer to accurately measure and then compare the masses of the peptides of the unknown protein to the theoretical peptide masses of each protein encoded in the genome. This technique has become a cornerstone for protein identification. Today, applications using peptide mass fingerprinting in biomedical analyses are a major driving force behind its rapid development. However, efficient and accurate analyses of usually large protein tandem mass spectrometry data sets require specialized software. In terms of final goal, which is data interpretation, the role of software and underlying algorithms is at least equally important as the technique itself, a fact which is often neglected. High-throughput mass spectrometry instruments can readily generate hundreds of thousands of spectra. This fact combined with the ever growing size of genomic databases imposes tremendous demands for potential successful software solutions. In fact, it is the process of comparing large-scale mass spectrometry data with enormous databases that remains the major bottleneck in proteomics. We propose a paradigm shift in form of a completely novel approach based on natural language processing which is not just another improvement of existing methods and algorithms. Instead of relying on peak intensity and using sequence alignments for database matching, we use newly developed concept of latent microbial proteome fingerptints for strain/species identification. Since our algorithm doesn’t rely on sequence alignment but instead utilizes a concept of singular proteome fingerprints rather than sets of unrelated peptides, it offers an elegant solution for this most troubling step in proteome analyses.

Abandoning BLAST and other alignment based methods, results in far superior processing speed, accuracy and sensitivity. The above mentioned algorithm can be used to analyse not only proteomes but also metaproteomes coming from mixed microbe communities as in the case presented human urine samples taken from a hospital. The method itself is completely generic, not developed with any specific platform in mind, which makes it highly versatile, able to turn any existing device into highly efficient metaproteome analyzer without significant costs related to purchase of new equipment.
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Abstract. Resequencing target genes of human (referred to as Target Enrichment) patients has become a common practice among geneticists and clinicians, both for the quick price drop and for the advantages in term of genomic privacy offered by the technique. The adoption rate of the method has also boosted the development of algorithms and platforms to perform the variant calling and then the functional annotation (and prioritizations) of variants. Variant annotation, in particular, is still a weak step, mostly because of the poor quality of public databases. Here we present SNP-SHOT, a variant annotation and query system focused on the establishment and maintenance of annotation databases. We worked on enrichment panels for cardiomyopathies, and imported as primary sources several Locus Specific DataBases (LSDB), most of the in the LOVD format, and noticed several discrepancies and errors in the data they report, thus adding several consistency filters in the import mechanism. SNP-SHOT database side also include the possibility of uploading user-specific database, with private set of variants and frequencies. The SNP-SHOT project thus spans from database update to single VCF upload and annotation. A web-based interface allows browsing and filtering variants of each individual, eventually comparing samples.
MODELLING METABOLIC ADAPTATIONS TO COLD SHOCK AND SUBSTRATES SWITCHING
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Abstract. Extremophilic microbes have adapted specific features to survive in ecological niches characterized by harsh conditions such as, for example, very low/high temperature. Studying the mechanisms exploited by these microorganisms to overcome the selective pressure acting in such ecological niches is stimulating from a basic research viewpoint and because of biotechnological applications. The Antarctic strain *Pseudoalteromonas haloplanktis* TAC125 is one of the model organisms of cold-adapted bacteria and is currently exploited as a new alternative expression host for numerous biotechnological applications. However, several features concerning its metabolic landscape remain obscure, including, for example, the effect of a temperature down shift on its overall metabolic activity. Moreover, this microbe does not possess a phosphoenolpyruvate-dependent phosphotransferase system for the transport and first metabolic step of carbohydrates degradation. The growth on arabinose and glycerol as sole carbon sources is also not possible. As a consequence, the volumetric product yields are still poor due to low cell densities and process development aimed at fed-batch optimized growth with this organism is a challenge. Here, we applied metabolic reconstruction and functional modelling to shed light on these topics. More in detail, a genome-scale metabolic model of *P. haloplanktis* TAC125 was reconstructed from genomic data and validated comparing constraints-based modeling outcomes with experimentally determined growth rates and large scale growth phenotype data (Phenotype Microarray). Furthermore, the model was used to globally investigate possible metabolic adjustments of *P. haloplanktis* TAC125 during growth at low temperature by means of robustness analysis and functional integration of protein abundance data into the reconstructed network. Finally, we simulated growth of *P. haloplanktis* TAC125 in a complex medium (resembling the one commonly during fed-batch experiments) and preliminary described the deep reprogramming of its overall metabolic landscape following the substrate switching observed in vivo. Our results represent a valuable platform for a further understanding of *P. haloplanktis* TAC125 cellular physiology at the system level and the design of more focused strategies for its possible biotechnological exploitation.

1 Scientific Background

Living organisms continuously need to adapt to fluctuating levels of nutrients, exogeneous toxic compounds and environmental stresses (e.g. temperature, pH etc.). In most cases, this adaptation process involves systemic changes at different cellular levels, including gene expression, protein synthesis regulation and metabolic reactions. Understanding the mechanisms underlying such phenotypic switches is one of the most intriguing and challenging topics in modern day biology and one of the key aims of systems biology. Genome scale metabolic modeling represents a valuable tool in this
context. Indeed, this in silico approach can be adopted to quantitatively simulate chemical reactions fluxes within the cell, including metabolic adjustments in response to external perturbations (e.g. temperature downshift). Genome annotations are usually transformed into models by defining the boundaries of the system, a biomass assembly reaction, and exchange fluxes with the environment [1]. Constraint-based modelling methods (e.g. Flux Balance Analysis, FBA) can then be used to compute the resulting balance of all the active cellular reactions in the cell and to simulate the maximal growth of a cell in a given environmental condition [2, 3].

We used constraint-based metabolic modeling and multi-omics integration for gaining a system-level understanding of the metabolic landscape of the Antarctic bacterium Pseudoaltermonas haloplanktis TAC125 (PhTAC125). PhTAC125 has been isolated from sea water sampled along the Antarctic ice-shell, a permanently cold environment, it is capable of growing in a wide temperature range (4 to 25 °C) and its lowest observed doubling time was detected at 20 °C [4]. Unfortunately, the metabolic consequences of growth at low temperature are still largely unexplored, despite they might reveal biologically relevant features in the context, for example of the consequences of global ocean warming on microbial life.

Furthermore, PhTAC125 has recently attracted the interest of biotechnologists, as it has been suggested as an alternative host for the soluble overproduction of heterologous proteins, given its capability to grow fast at low temperatures [5, 6, 7, 8]. Nevertheless the volumetric product yields are still poor due to low cell densities. The establishment of a fed-batch culture system relying on complex media [6] has revealed the presence of several metabolic switches during which PhTAC125 selectively uses one (or few) carbon source(s) to sustain growth. Again, the reprogramming of the whole metabolic network during the different growth phases in a complex medium is largely unknown, despite it may have to important biological/biotechnological drawbacks.

2 Materials and Methods

2.1 Metabolic reconstruction and modelling

An initial draft metabolic reconstruction of the strain PhTAC125 was constructed using RAST annotation system with default parameters [9] and then thoroughly inspected following the main steps listed in [1]. The Flux Balance Analysis (FBA) method was employed to simulate flux distribution in different conditions and under various simulated perturbation [2].

Up- and down-regulation ratios of protein expression were mapped onto the Ph-TAC125 metabolic model using MADE (Metabolic Adjustment by Differential Expression) [13]. The visualization of the changes in reaction fluxes in the two conditions was performed using iPath 2.0 [10].

2.2 Robustness analysis

Robustness analysis consists in the calculation of suboptimal cellular growth (using FBA) when the reaction flux of a given reaction is varied around the optimal value. In this context, we perturbed the flux through each reaction whose corresponding genes i) were included in the model and ii) showed a significant change in expression during proteomics experiments. Results of this analysis can be visualized as a plot of the reaction flux (x-axis) versus the cellular growth rates (y-axis).

3 Results

3.1 Model reconstruction and validation

The metabolic network of PhTAC125 was initially obtained from its genome annotation and integrated with additional functional information. The reconstructed genome-scale metabolic model (named iMF721) encompasses information on 721 ORFs (20.7%
of the PhTAC125 protein encoding genes), 1133 metabolites and 1322 reactions (Tab. 1).

Table 1: Experimental Data.

<table>
<thead>
<tr>
<th>PhTAC125 model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N. of genes</td>
<td>721</td>
</tr>
<tr>
<td>N. of reactions</td>
<td>1322</td>
</tr>
<tr>
<td>N. of metabolites</td>
<td>1133</td>
</tr>
<tr>
<td>Gene-associated reactions</td>
<td>1146</td>
</tr>
</tbody>
</table>

The model includes non-gene-associated reactions accounting for i) the biomass assembly reaction (which also takes into consideration non-growth-associated ATP costs), ii) 48 reactions which filled gaps in the metabolic network (19 added by the AUTOCOMPLETION function of the RAST annotation system, and 29 added during the manual evaluation of the model), iii) 85 exchange reactions allowing the simulation of external conditions (e.g. nutrients exchange) and iv) 17 spontaneous reactions. Additionally, during the gap-filling process sink and demand reactions were added to the model when necessary.

Accordingly, an in silico minimal growth medium was defined using exchange reactions present in the model and biomass optimization was selected as the model objective function (O.F.). More in detail, lower bounds of exchange reactions accounting for all the salts present in Schatz medium [11] were set to -1000 mmol/g*h⁻¹, in order to mimic non-limiting conditions. Each of the aforementioned amino acids was then chosen as the unique carbon source of this in silico medium.

Figure 1: Comparison between model-predicted growth rates and experimentally determined ones on 4 different carbon sources: L-Alanine, L-Aspartate, L-Leucine and L-Glutamate.

The PhTAC125 enzymatic capacity for these compounds was calculated as the ratio of the growth rate to the biomass yield in batch experiments [2] and was set to 0.7, 3.6, 2.5 and 3.4 (mmol/g*h⁻¹ for leucine, alanine, aspartate and glutamate, respectively. The predicted growth rates were compared to those experimentally determined for PhTAC125 (Fig. 1.), revealing an overall agreement between experimentally determined growth rates and in silico predictions. Furthermore, the iMF721 growth phenotypes predictions on a set of C sources were compared with large scale growth data obtained from Phenotype Microarray experiments. We found that in 84% of the cases (54 out of 64) the outcomes of in silico simulations correctly matched growth phenotypes assessed by in vivo experiments.
The quantitative and qualitative evaluations of the predictive capability of the model reconstructed herein falls within the range of those from most of the metabolic reconstructions available to date, supporting iMF721 as being a reliable reconstruction of the central metabolism of this bacterium.

3.2 Modelling the metabolic response to cold shock

In order to globally examine changes in PhTAC125s metabolism resulting from the temperature transition, we integrated two protein abundance datasets (obtained after growth at 4 and 18 °C, respectively) with constraints-based modelling of the iMF721 model. Up- and down-regulation ratios of protein expression were combined with the iMF721 metabolic model using MADE (Metabolic Adjustment by Differential Expression) [13]. Briefly, MADE creates a sequence of binary expression states that matches the most statistically significant changes in the series of gene expression measurements and, as such, it does not require an arbitrarily imposed gene expression threshold. The resulting gene states produce functioning models that simulate the real metabolic functional state of the cell, given the input expression values. Accordingly, this approach allows the identification of two distinct metabolic models (functional metabolic states), i.e. the original (optimal) iMF721 model and the one derived from simulating growth at lower temperature. These two models will differ in that some of their reactions will be (completely) turned on or off according to the measured levels of their corresponding proteins. After mapping information on up- and down-regulated genes onto the iMF721 model, the predicted (adjusted) growth rate decreased to 0.48 h⁻¹; the 31% downshift in respect to the growth rate at 18 °C (0.69 h⁻¹) is compatible with experimental evidences on the reduced biomass production of PhTAC125 at lower temperature [12].

The overall scenario emerging from comparing the reactions fluxes from computational simulations (Fig. 2.) at the two temperatures suggests that PhTAC125 depresses its general metabolism following a switch between 18 and 4 °C, compatibly with i) the amino acids enriched nutritional environment of both in silico simulations and proteomics experiments, ii) the number of up- vs. down-regulated genes and iii) the reduced growth rate of this strain at 4 °C in respect to 18 °C. In this context, amino acids degradation and fatty acids metabolism seem to cover an important role. Amino acids, in particular, could be used as important carbon and energy sources.

3.3 Modelling the metabolic switches during the growth in a complex medium

The growth of PhTAC125 on complex medium (peptone) is characterized by several switches among the different C sources available in the growth medium (Fig. 3 A-E). These six steps can be summarized as follows: assimilation of P1) Ser, Asn, Glu, P2) Ser, Asn, Glu, Asp, Thr, P3) Glu, P4) Ala, Leu, Lys, Gly, Tyr, P5) Ala, Leu, Lys, Gly, Ile, Tyr, P6) Ala, Leu, Lys, Gly, Ile, Tyr, Phe, Val, P7) His. To explore the metabolic consequences at the whole cellular level of these relatively rapid changes in the preferred source, we implemented a (time resolved) modelling framework to account the flux distribution in each of the six phases. Predicted growth rates matched those derived experimentally (Fig. 3 F).

We then specifically analysed the changes in carried flux for each reaction, across the seven switches identified. Overall, we found that more than 200 reactions varied their carried flux across the whole time course (about 15% of the whole PhTAC125 metabolic network). These reactions were named "switching reactions", whereas those maintaining a fixed flux regardless of the used C source were named "core" reactions. Calculating the Pearson correlation within the set of changing reactions, modules of apparently incompatible reactions were found (Fig. 4), parallel to the presence of co-occurring modules (i.e. reactions that are probably working in a concerted manner). The scenario emerging from this (non trivial) reactions associations points toward the
presence of complex regulatory and metabolic interaction networks that allow a rapid adaptation of PhTAC125 in a nutritionally rapidly changing environment.

4 Conclusion

Here we have presented the genome-scale metabolic model reconstruction of the strain *P. haloplanktis* TAC125 (iMF721) [14]. To the best of our knowledge, this represents the first metabolic reconstruction of a bacterium isolated from Antarctica. Evidence synthesis from multiple data sources (including proteomics, phenomics, mod-
Figure 4: Correlation matrix between all the identified "switching reaction identified during FBA modeling in complex medium."

Modeling and physiology) allowed the study of the metabolic response of PhTAC125 to temperature down shift and to nutrients switching in a complex growth medium at the system level. The biologically consistent predictions derived from our modeling framework represent a robust platform for future strategies aimed at the biotechnological exploitation of this strain.
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Abstract.

Amyotrophic Lateral Sclerosis (ALS) is a neurodegenerative disease characterized by death of motor neurons [1]. Although several relations between specific genes and ALS have been identified, the underlying molecular mechanism is still waiting to be discovered. In this study, we used significantly expressed genes represented in [2] and carried out pathway analysis using PANOGA [3] to understand the difference between fast and slow progressing ALS. Significantly altered genes for each type of disease phenotype generated on mouse models are mapped to a protein-protein interaction network with 10174 genes and 61070 interactions [4]. Then active subnetworks, containing most of the affected genes, are identified. Then affected Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (http://www.genome.jp/kegg/pathway.html) in these active subnetworks are found and assigned a significance value using hyper geometric statistics. This procedure is repeated three times and the most significantly identified pathway is reported. In slow progressing ALS, Renin-angiotensin system is the most significantly affected pathway with a p value of 5.0e-8 and the relation of this pathway with motor neuron degradation and ALS is explained in [5]. In fast processing ALS, we found Pentose phosphate pathway is the most significantly altered pathway with a p value of 3.8e-9. Pentose phosphate pathway plays an important role in cell cycle and energy supply and operates together with Nrf2/ARE Pathway which is pointed out as an important biomarker for neurodegenerative diseases as explained in [6].
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Abstract. Tubulin dimers of psychrophilic eukaryotes can polymerize into microtubules at 4°C, a temperature at which microtubules from mesophiles disassemble. This unique capability requires changes in the primary structure and/or in post-translational modifications of the tubulin subunits. To contribute to the understanding of mechanisms responsible for microtubule cold stability, here we present a computational structural analysis based on molecular dynamics (MD) and experimental data of three -tubulin isotypes, named EFBT2, EFBT3, and EFBT4, from the Antarctic protozoon Euplotes focardii that optimal temperature for growth and reproduction is 4°C. The unique characteristics of the primary and tertiary structures of psychrophilic -tubulin isotypes seem responsible for the formation of microtubules with distinct dynamic and functional properties. Folding assistance is a fundamental requirement for tubulin. Here, we report a pilot folding analysis of a divergent beta-tubulin isotype, named EFBT3, from the Antarctic psychrophilic ciliate Euplotes focardii. To attain its native monomeric structure, beta-tubulin needs the assistance of the eukaryotic class II chaperonin CCT and cofactor A (CofA). We demonstrated that the rare Cys281 of EFBT3 is critical for the folding reaction. Model predictions indicate that EFBT3 binds to CofA differently from yeast beta-tubulin, suggesting a diverse folding mechanism that may be correlated with microtubule cold adaptation. Superoxide dismutases (SODs) are ubiquitous enzymes, which catalyse the disproportion of superoxide to molecular oxygen and peroxide. This reaction preempts the oxidizing chain reaction, preventing several cell damage caused by reactive oxygen species. E. focardii has two Cu/Zn SODs isoforms which display about 40% of sequence identity. In order to investigate the structural adaptation and the effect of ions at living low temperature and at mesophilic temperature, we performed a computational structural analysis based on molecular dynamics (MD) at 4°C and 27°C, and complexed or un-complexed with Cu and Zn ions, for comparing the ions effect on protein structure and the structure flexibility at different temperature.
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Abstract. The increasing alarm of multidrug resistant bacteria in the last 20 years, led scientific community to the discovery of novel source of antimicrobials compounds. The bioprospecting from marine and extreme environments has yielded a noteworthy number of novel molecules from a wide range of organisms. Antarctica is the one of the most extraordinary places on Earth and exhibits many distinctive features. It is Earths southernmost continent and it is the coldest, driest, and windiest place on the planet. Thus, Antarctica hides organisms, which have evolved unique characteristics to face these harsh environmental conditions. In particular, Antarctic microorganisms are known to produce novel secondary metabolites that are valuable in a range of applications. Herein, we report on the development of a six-step biodiscovery pipeline starting with the collection of environmental samples and isolation of novel bacteria, to the chemical identification of the bio-assay guided purification of compounds with antimicrobial and antibiofilm activities. Antarctic sub-sea sediments were used to isolate more 1000 bacteria. The novel isolates were subjected to primary screening to determine their bioactivity against a selected panel of human pathogens (Staphylococcus aureus, Pseudomonas aeruginosa, Klebsiella pneumonia, Burkholderia cepacia). Isolates, positive to the first screening, were used to produce crude extracts from microbial exhausted culture broths.

A bioassay-driven purification was performed using crude extracts of the most promising isolates. LC-MS and NMR then structurally resolved the purified bioactive compounds.
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