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Abstract

JavaScript as a Web scripting language has been widely used following the fast growth of Internet. Due to the flexible and dynamic features offered by the JavaScript language, it has become a challenging problem to statically reason about code written in JavaScript. As a first step towards building a mechanised verification system for JavaScript, we present, in this paper, an axiomatic verification system for a core subset of JavaScript based on a variant of separation logic. We have also defined a big-step operational semantics with respect to which we have demonstrated the soundness of our verification system.

1. Introduction

The Internet has been growing extremely fast supported by various web applications. JavaScript as a web scripting language has been widely used over the world. As the “programs” written in JavaScript run on the client platform, the correctness and harmlessness of JavaScript applications are extremely concerned both by the developers and the end users. JavaScript has many dynamic features for allowing fascinating activities for the web page design. For example, JavaScript permits the programs to vary their object structures and behaviors in many ways in the run-time of an application, that may make the dynamic behaviors of a JavaScript program extremely hard to understand and reason about.

To better understand the JavaScript semantics and reason about behaviours of its programs, it is crucial to have a formal semantics and a static verification framework. To the best of our knowledge, this has been an open research problem. To address this challenge, many formal attempts have been carried on, such as operational semantics [1], type analyses [2], staged information flow analysis [3], FRW (filter, rewriting and wrapper) isolation [4]. However, there has yet to be a formal logic system to reason about JavaScript. One reason for this is the tricky and complex semantics of JavaScript. Nevertheless, recent progress has shown that an interesting subset of the language can be formalised in an elegant manner [5].

In this work we make a start on defining a program logic for a (core) subset of JavaScript, based on a variant of separation logic. Separation logic [6], as an extension of Hoare logic, has been used to facilitate reasoning about imperative programs manipulating shared mutable data structure [7]. Separation logic has also been extended to support Java-like languages with only single inheritance allowed [8], [9]. The motivation for this paper is to use the compositional ideas from separation logic, and to build a separation logic-based verification framework for JavaScript.

Due to the existence of a lot of complex and dynamic features in JavaScript, it is a challenging and tedious process to define a logic for the entire language. As a first step of the study, it would be better if we focus on a core subset of the language. In this paper, we focus on prototypal inheritance and JavaScript intricate object semantics, because they are essential in making JavaScript a distinct language from the others. We design a small JavaScript-like language, named $JS_{sl}$, present a concise operational semantics for it, and then develop a separation logic-based inference framework for reasoning about the programs written in this language. To the best of our knowledge, this is the first axiomatic separation logic style verification system for JavaScript-like languages. We have also shown that our separation logic-based verification system is sound with respect to the operational semantics.

The remainder of this paper is organised as follows. Section 2 depicts the core subset of JavaScript that we use for the presentation, with its operational semantics given in Section 3. The verification system is presented in section 4, where we also present the soundness of the verification system and illustrate some rules via an example. Related work and concluding remarks then follow afterwards.

2. The Language $JS_{sl}$

We first define a simple language with characterized JavaScript features, including prototypal inheritance, functions as objects, automatic object-amplifying with assignment to new field, etc. The abstract syntax of $JS_{sl}$ is given in Fig 1. The main features of the language are as follows.

\begin{itemize}
  \item Functions are treated as objects.
  \item Object fields\textsuperscript{1} can be created dynamically on the fly via a field mutation command.
  \item It supports prototypical inheritance.
  \item It has a constant cproto which refers to a global object.
  \item It follows the good parts of JavaScript [10].
\end{itemize}

We go through some of the language constructs:

\begin{itemize}
  \item The command $x = \{ f_1; e_1, \ldots, f_n; e_n \}$ creates a new object $x$ with an object literal $\{ f_1; e_1, \ldots, f_n; e_n \}$. It sets the object $x$’s fields $f_1, \ldots, f_n$ to $e_1, \ldots, e_n$, respectively.
  \item Note that, for simplicity of presentation, we do not include function declarations as expressions, but we allow function declarations to appear in object literals (as

1. In JavaScript, concept “property” is used instead of “field”. We use field in conforming to the common terminology in OO area.}
3. Semantics

In this section, we present a big-step operational semantics for JS. Inspired by [11] we will modify the usual definition of heaps used in separation logic.

3.1. Semantic Domains

The basic elements include values of the primitive types, which are integers, booleans, strings. We also have an undefined value `undef`, and a null value `null`.

\[
\text{Prim} = \text{Int} \uplus \text{Bool} \uplus \text{Str} \uplus \{\text{undef}, \text{null}\}
\]

A value is either a primitive value or a location, which is a subset of the integers.

\[
\text{Value} = \text{Prim} \cup \text{Loc}
\]

![Fig. 1. Syntax of JS](image)

As in separation logic, a program state is a pair of store and heap. The store is simply a mapping from variables to values.

\[
s \in \text{Store} = \text{Var} \rightarrow \text{Value}
\]

A heap is then a (partial) mapping from locations to records.

\[
h \in \text{Heap} = \text{Loc} \rightarrow \text{Record}
\]

Where a record is a reification of an object in the heap. A record contains a number of fields with associated values. We assume there is a set of field names Field. A record for an object is then a finite mapping from field names to their contents. We adopt a direct written-form for records as \([n_1 : v_1, \ldots]\). In addition, the record for each object has a field named `@proto` whose value is a reference to the record representing the prototype of this object. We assume a special constant `cproto` and its location `locop`. It refers to the global object `OProt` (which is called `Object.prototype` in JavaScript).

In JavaScript, functions are also objects and can be stored in objects as fields. To accommodate this, we introduce a subcategory `Func \subset \text{Record}` for function objects where each function object contains exact three fields, with the field name as `body`, `args`, and `@proto`:

\[
\text{Func} = \{ \left[ \text{body} : c, \text{args} : (x_1, \ldots, x_n), \text{@proto} : \text{locop} \right] \mid c \in \text{ProcBody} \land n \in \mathbb{N} \}
\]

where \((x_1, \ldots, x_n)\) are parameters of the function, and c is a piece of code body belonging to the set `ProcBody`. Here we take the value of `@proto` as `locop` for every function object for brevity. We use \(\mathbb{N}\) to denote the set of natural numbers.

Now we can give the category `Record`:

\[
\text{Record} = (\text{Field} \rightarrow \text{Value}) \cup \text{Func}
\]

2. In JavaScript, the `@proto` field of every function objects refers to `Function.prototype`. Our simplification makes no harm to the semantics.
A state \((s, h)\) is simply a pair of a store and a heap.

\((s, h) \in \text{State} = \text{Store} \times \text{Heap}\)

### 3.2. Operational Semantics

The operational semantics defined below uses some ideas from the existing work for semantics of JavaScript [1], [2], [5]. In considering the semantics, we always suppose the program is well-formed.

The semantics of an expression is a value depending only on the store as shown below.

\[ [e] : \text{Store} \rightarrow \text{Value} \cup \{\text{error}\} \]

Note that the evaluation of an expression may result in a normal value (in Value) or an error (error). The definition is standard and omitted for brevity. We will also use \(s(e)\) to denote the value of \(e\) under the store \(s\).

We define a big-step semantics where each transition rule is of the forms

\[
\begin{align*}
& c_i, (s, h) \rightarrow (s', h') \quad \text{or} \\
& c_i, (s, h) \rightarrow \bot
\end{align*}
\]

which says that the execution of \(c_i\) at state \((s, h)\) reaches finally the state \((s', h')\), or the execution fails into an abortion. We will use \(\sigma\), probably with primes or subscript, to represent a state or \(\bot\) in the semantic rules.

Semantics rules for basic commands are given in Fig. 2. Semantics for skip, assignment and return are routine. If the evaluation of an expression \((e)\) fails, the execution of some commands \((x = e, \text{ return } e)\) fails too. Here we use juxtaposition to represent function overriding, as what for \(s[x \mapsto v]\), that is defined as

\[
\delta\delta'(x) = \begin{cases} 
\delta'(x) & \text{when } x \in \text{dom}(\delta') \\
\delta(x) & \text{otherwise}
\end{cases}
\]

We use \(\delta|_S\) to denote a mapping obtained from \(\delta\) by removing variables in \(S\) from its domain. That is, \(\text{dom}(\delta|_S) = \text{dom}(\delta) \setminus S\) and \(\delta|_S(x) = \delta(x)\), for any \(x \in \text{dom}(\delta) \setminus S\).

There are several rules for field lookup. Firstly, if the object has the field that is being looked up, then we bind the value of this field to variable \(x\) in the store (rule [op-lookup-field]). In the case that the object referred to by \(x'\) does not have field \(f\), we need to traverse the so-called prototypal chain searching for the field. Thus we lookup the prototype of \(x'\) and run the lookup with the prototype (rule [op-lookup-proto]). This searching may succeed with a result, or it may end up in the scenario where it reaches the OProto object and the field does not exist in that object, in which case the undefined value will be bound to \(x\) (rule [op-lookup-undef]).

The last rule in Fig. 2 defines the semantics for field mutations. If the current object has the field, the value of the field is mutated (rule [op-mutate-field]). JavaScript has a special treatment for the case when the field to be mutated does not exist in the object: a new field with the given name will be created dynamically for the object, and its value is set. This case is also covered by rule [op-mutate-field].

Note that there are various cases, when the execution of commands fails: The evaluation of an expression gives an error, the variable to be assigned to does not exist, etc. Here we use \textbf{or else} to combine several failing cases. Note that \(A \textbf{ or else } B \equiv A \lor (\neg A \land B)\). We assume \textbf{or else} to be left associative: \(A \textbf{ or else } B \textbf{ or else } C \equiv (A \textbf{ or else } B) \textbf{ or else } C\).

Semantics for function objects are in Fig. 3. In JavaScript, functions are represented as objects. Thus the rule [op-fun-decl] allocates a new record, and sets the \textbf{body} and \textbf{args} appropriately. The language has two kinds of function call: calling a function directly, or calling via a field reference from an object. There is a subtletly here with regards to what \textbf{this} refers to in the function body. In the case of directly calling a function object, \textbf{this} refers to the global object OProto. In the case where we call a function from an object, \textbf{this} refers to this calling object. In addition, we also assume that return values from functions are stored in a variable named \textbf{result}.

The semantics for directly calling a function is given by rule [op-fun-call-dir]: it looks up the body and parameters, evaluates the arguments and binds them to the parameters before executing the body. Note that in the execution, variable \textbf{this} is bound to the global object. Once the function has returned, we assign \(x\) the value of the \textbf{result} variable.

Calling function via a reference is slightly more complicated as we may need to traverse the prototype hierarchy in order
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fields and functions in prototypes are inherited by the objects.

Rules in Fig. 4 define the semantics for object creations. When we meet a statement which asks to create an object by
giving an object literal, we build a record which defines initial
values for each field, especially, the value of field @proto is
OProto (rule ). An object can also be created by
taking an existing object as its prototype, that is called
as prototypal inheritance. In this case, we make a new object
record whose @proto field is set to the prototype object (rule
). Similarly, a function object can be created by
taking an existing function object as its prototype (rule
). Note that in the latter case, the function
x′ gets executed in this process.

The semantics of sequential, conditional, and iteration
structures are standard, as given in Fig. 5.
4. An Axiomatic System for $JS_l$

As a first step to support mechanised verification for JavaScript code, we propose in this section a set of inference rules in the style of a separation logic. Separation logic extends Hoare logic with extra operators to facilitate reasoning about heap-allocated data structures. Apart from this, another benefit of using separation logic is that we do not need to carry the whole program state during verification, thanks to the elegant frame rule offered by separation logic. This can lead to better scalability when the system is mechanised.

4.1. Assertion Language

To specify properties for JavaScript code, apart from the usual logical operations from first-order logic, we use operations from separation logic to help specify heap-allocated objects. The syntax for the assertion language AssnSL is

$$ P \in \text{AssnSL} \\
\Pi ::= \Pi | \Sigma \\
\Pi ::= \text{true} | \text{false} | x \in c | \Pi \land \Pi | \Pi \lor \Pi \\
\Sigma ::= \text{emp} | x \rightarrow [f_1 : e_1, \ldots, f_n : e_n] | \Sigma \land \Sigma | \Sigma \lor \Sigma $$

Note that $x$ denotes a variable name, $e_1, \ldots, e_n$ represent expressions, and $f_1, \ldots, f_n$ denote field names. The $\in$ denotes a relational operator in $\{=, <, >, \leq, \geq\}$.

Similar to other separation logic-based verification systems (e.g. [12], [13]), an assertion $\Pi|\Sigma$ which denotes $\Pi \land \Sigma$ in our system represents a symbolic heap, where the pure part $\Pi$ denotes heap-insensitive properties and the heap part $\Sigma$ specifies heap-sensitive properties. The formula $\text{emp}$ denotes an empty heap, and the formula $x \rightarrow [f_1 : e_1, \ldots, f_n : e_n]$ denotes a heap-allocated object referred to by $x$, which contains fields $f_1, \ldots, f_n$ whose values are $e_1, \ldots, e_n$, respectively. The formula $\Sigma_1 \land \Sigma_2$ (resp. $\Sigma_1 \lor \Sigma_2$) denotes the separation conjunction (resp. separation implication) of two heap formulae $\Sigma_1$ and $\Sigma_2$.

JavaScript allows dynamic extension of objects, i.e., new fields can be added to an object on the fly. This means that a singleton heap formula $x \rightarrow [f_1 : e_1, \ldots, f_n : e_n]$ may only specify a partial object. To accommodate this, we need to amend slightly the usual memory model for separation logic (with respect to the separation conjunction). The semantics of our assertions, represented by the judgement $s, h \models P$, is defined as follows.

$$ s, h \models \Pi | \Sigma \quad \text{iff} \quad s \models \Pi \land s, h \models \Sigma $$
$$ s, h \models \text{emp} \quad \text{iff} \quad \text{dom}(h) = \emptyset $$
$$ s, h \models x \rightarrow [f_1 : e_1, \ldots, f_n : e_n] \quad \text{iff} \quad \text{dom}(h) = \{s(x)\} \quad \text{and} \quad h(s(x)) = [f_1 : s(e_1), \ldots, f_n : s(e_n)] $$
$$ s, h \models \Sigma_1 \land \Sigma_2 \quad \text{iff} \quad \forall h_1, h_2 : h_1 \neq h_2 \quad \text{and} \quad h = h_1 \cdot h_2 \quad \text{and} \quad s, h_1 \models \Sigma_1 \quad \text{and} \quad s, h_2 \models \Sigma_2 $$
$$ s, h \models \Sigma_1 \lor \Sigma_2 \quad \text{iff} \quad \forall h_1 : (\text{dom}(h_1), \text{dom}(h_1) = \emptyset) \quad \text{and} \quad s, h_1 \models \Sigma_1 \quad \text{implies} \quad s, h \models \Sigma_2 $$

The semantics for pure formulae $s \models \Pi$ is standard and omitted for brevity. Our amendment to the memory model is the definition of heap disjointness. To allow partial objects being specified separately, we relax the usual disjointness definition to what follows:

$$ h_1 \# h_2 \iff \text{dom}(h_1) \cap \text{dom}(h_2) = \emptyset \quad \text{or} \forall \ell \in \text{dom}(h_1) \cap \text{dom}(h_2), \text{dom}(h_1(\ell)) \cap \text{dom}(h_2(\ell)) = \emptyset $$

This allows us to represent a partial view of a heap-allocated object in our specifications. This flexibility does not cause any practical problems as our system always maintains a more complete view of an object via normalisation:

$$ x \rightarrow [f_1 : e_1, \ldots, f_n : e_n] \quad \rightarrow \quad x \rightarrow [f_1 : e_1, \ldots, f_n : e_n, \ldots, f_{n+m} : e_{n+m}] $$

4.2. Inference Rules

Similar to other separation logic-based verification systems, we also have the frame rule:

\[
\{P\} \ c \ (Q) \quad \text{modifed}(c) \cap \text{vars}(R) = \emptyset \quad \{P \land R\} \ c \ (Q \land R)
\]

Note that $\text{modified}(c)$ denotes the program variables modified by $c$, and $\text{vars}(R)$ represents the set of free variables in $R$. With the support of this frame rule, when we define other inference rules, we only need to specify in the pre/post-conditions the local state that may be accessed by the code in focus (so called the memory footprint).

Our system also supports rules of consequence which allow the strengthening of pre/post-condition and weakening of the postcondition. They are omitted here for brevity.

Inference rules for basic commands are given in Fig. 6. Rules for skip, assignment, and return command are straightforward. The field lookup command is much complicated,
we have three inference rules to deal with it, like in the operational semantics. Firstly if current object contains the field, we fetch corresponding value in the object directly, as in rule [sl-lookup-field]. If current object does not contain the field, then the function object is accessed, and again we attempt to prove the body. Note that this should now refer to the object that initiates the calling, so we need to make a substitution in the pre-condition. If the object does not have the function \( f \) then we look up its prototype in rule [sl-fun-call-proto]. If the searching ends at the global object, and it attempts anything not available at the global object, the value representing undefined is returned and assigned to variable \( x \) (rule [sl-fun-undef]).

The inference rules for object creation (via object literal or from a prototype) are given in Fig. 8. The [sl-obj-crt-literal] rule starts with an empty heap and allocates a new object on the heap. JavaScript also supports the creation of a new object via prototypal inheritance (resp. via a function constructor), as signified by the [sl-obj-crt-construct] rule. When an object is created this way, a new object is created, and its prototype field is set to the prototype object.

The inference rules for control structures, i.e. sequential composition, conditional and while-loops, are standard as in Hoare logic, as shown in Fig. 9.

4.3. Soundness

We now confirm the soundness of our verification system. We will first give two definitions, then formalise the soundness theorem.

Definition 1 (Validity). A specification \( \{ P \} c \{ Q \} \) is valid, denoted \( \models \{ P \} c \{ Q \} \), if for all \( s, h \), if \( s, h \models P \) and \( c \cdot (s, h) \to (s', h') \) for some \( s', h' \), then \( s', h' \models Q \).
4.4. Example

In this section a nontrivial example is exhibited to illustrate some characteristic features of the logic.

Here we create first an object contains two fields f1 and f2 with value of 1 and a function named f2 respectively. We have a nested function fn3 in the body of f2 with a conditional statement as the function body. The object is assigned to variable obj. After that, field f2 and undefined field f3 are both alerted (shown on screen). A mutation operation on the field f3 is created and alerted later on. At last the function f2 is called from obj, and the result is assigned to variable res and alerted for completing the program. The code is:

```
<script type="text/javascript">
obj = {
  f1: 1,
  f2: function (n) {
    var fn3 = function () {
      if (n >= 10) { return 2; }
      else { return 3; }
    }
    return fn3();
  }
};
alert(obj.f2(11)); alert(obj.f3);
obj.f3 = 5; alert(obj.f3);
res = obj.f2(1); alert(res);
</script>
```

This example can be written in JS_d below.

```
obj = {
  f1: 1,
  f2: function (n) {
    fn3 = func () {
      if (n >= 10) return 2;
      else return 3;
    }
    x = fn3();
    return x;
  }
};
obj.f3 = 5;
res = obj.f2(1);
```

Note that the “alert” has no effect in our program, as it only produces an output. We omit it here.

Suppose we need to prove the following specification, with C denoting the above code:

```
{true | emp}
C
{res = 3 | obj -> [f1: 1, f2: O_{f2}, f3: 5] * true}
```

An outline of the verification in our system is given below. In the proof we use \( O_{f2} \) (resp. \( O_{f3} \)) to represent the function object referred to by f2 (resp. fn3) for brevity.

```
O_{f2} = [body : fn3 = func() {if (n >= 10) return 2; else return 3;};
         args : (n), @proto : OProto]
O_{f3} = [body : if (n >= 10) return 2; else return 3,
         args : (), @proto : OProto]
```

Note that we only outline the main steps of proof structure below. The framed boxes denote the verification of the function bodies which is inlined in the proof for illustration purpose. We can easily introduce function specifications so that each function can be verified separately against its specification at declaration.

```
{true | emp}
obj = {f1: 1, f2: ...};
{true | obj -> [f1: 1, f2: O_{f2}]}
obj.f3 = 5;
{true | obj -> [f1: 1, f2: O_{f2}, f3 : 5]}
res = obj.f2(1)
```

5. Related Work

Almost every modern web browser has a JavaScript interpreter for enriching the dynamic web interactions but at the cost of its safety level [14]. The complexity and dynamic features of JavaScript cause to an impending need for having a logic to define the entire language.

On the subtle semantics of JavaScript there are many investigations. Maffeis et al. [1] provide a large operational semantics mainly for the ECMAScript standard language [15]. However, their semantics are too verbose to be applied directly for verification. Guha et al. [5] give an operational semantics for \( \lambda_{JS} \) that is taken as a core for JavaScript excluding certain functions such as eval, this, and with. Since separation logic [6], [16], [17] is a promising new approach tailored for specifying and verifying properties of heap allocated data, our semantic model for \( JS_d \) is amended from the application of separation logic to the domain of OO languages from [11]. Our semantic model can be a step stone for JavaScript verification in separation logic [16], [18].

Apart from the work on semantic models, researchers have also tried to work on type analysis on JavaScript. The work has developed from early work on type analysis for other languages [19]–[21]. Some work proposed type systems for
JavaScript program static analysis. Thiemann’s type framework focused on the abstract domain design and soundness proof [22], Anderson et al. [23] focused on definite or potential objects with their sub-language $JS_0$. They did not model type modification and absence of property that are more difficult to predict than recursion-based system. In the later work, Heidegger and Thiemann followed up on a recursion-based type system for core JavaScript with additional inference algorithm [24]. Jensen, Moller and Thiemann presented a sound and precise type analysis system which support full version of ECMAScript262 for catching errors before code loaded in browsers or rather proving the absence of built-in functions and objects [2]. Logozzo and Venter proposed a compiler that can specialise numerical Float64 variables to Int32 variable to improve JavaScript program performance [25]. However, all these type system relies on similar assumptions, such as no further properties are defined after the initialization and that the type of properties rarely changes. These assumptions are crucial for applicability of their results, but this really restricts the applicability of the work to real JavaScript programs. In fact, Richards, Lebresne, Burg and Vitek [26] enumerated nine explicit and implicit assumptions that are commonly found in JavaScript analysis, and provided supporting evidence to either confirm or invalidate these assumptions. Ratanaworabhan et al. [27] concurrently performed similar study and produced similar results as Lebresne and Vitek.

There are some studies on JavaScript’s security behaviour [28], [29], but these studies are restricted to particular security properties. Lebresne et al. have explored a small scale of study of JavaScript and their preliminary results [30] are consistent with Richards et al. [26]. ADSafe [10] as a most popular safe subset of JavaScript is powerful enough to allow guest code to perform valuable interactions, while at the same time preventing malicious or accidental damage or intrusion. Moreover, the ADSafe subset can be checked mechanically by tools like JSLint so that no human inspection is necessary to review guest code for safety. However, JSLint is only a JavaScript syntax checker and validator, and ADSafe can be too restrictive a subset. Our work aims to build a static verifier for a less restrictive (hence more flexible) subset of the JavaScript language.

Separation logic has been used to formally verify and reason about conventional programming languages such as Java, C++ with reference-based heap models, e.g. [7], [9], [12], [13], [31], [32]. In this work we make a first step towards the verification of the JavaScript language using separation logic.

6. Conclusions

In this paper we have made the first step towards an axiomatic system for the JavaScript language. To simplify the presentation, we have concentrated on a core subset of JavaScript, for which we have created an operational semantics with state transition rules. Based on this, the assertions and their semantics are set up, and the verification rules are formalised. Our verification system is based on a variant of separation logic, which allows a better support for reasoning about heap allocated data. We have also stated the soundness of the verification system, and provided an example for illustration. Possible future works include (1) extending the system to cover more JavaScript features, (2) mechanising the verification system for practical use, and (3) extending the logic with permissions [33] to facilitate reasoning about security properties concerning access permissions for external code. It might be possible to benefit from the recent advances on automated program verification using separation logic (e.g. [12], [13], [31], [32], [34]).
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